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Abstract 

This systematic literature review examines the transformative impact of deep learning and explainable AI (XAI) on 
neurological disease diagnosis using MRI. We analyzed 180 studies from prominent databases, including IEEE Xplore, 
ScienceDirect, Google Scholar, PubMed, and Scopus, focusing on the methodologies, applications, and emerging trends 
in diagnosing brain tumors, Alzheimer's disease, and Parkinson's disease. Our findings reveal the increasing use of XAI 
techniques like Grad-CAM, LIME, and SHAP to enhance model transparency and trustworthiness, a crucial step towards 
clinical adoption. While deep learning models demonstrate promising diagnostic accuracy, challenges persist, including 
limited datasets, high computational demands, and the need for robust clinical validation. This review highlights the 
potential of multimodal data integration and the importance of developing computationally efficient and interpretable 
models. We identify key future directions, emphasizing the need for larger, more diverse datasets, advancements in XAI 
methodologies, and the development of personalized treatment strategies guided by AI-driven insights. This 
comprehensive analysis serves as a valuable resource for researchers and clinicians, offering a roadmap for future 
research and the responsible implementation of AI in neurological disease diagnosis.  

Keywords:  Neurological Disease Diagnosis; MRI Imaging; Deep Learning; Explainable Artificial Intelligence (XAI); 
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1. Introduction

Neurological disorders, including brain tumors, Alzheimer's disease, and Parkinson's disease, pose significant 
diagnostic and therapeutic challenges. These conditions affect millions worldwide, impacting quality of life and 
straining healthcare systems [1,2]. The advent of deep learning and explainable artificial intelligence (XAI) has 
revolutionized medical imaging, particularly in the analysis of MRI scans for neurological disease diagnosis. These 
advancements offer the potential to enhance diagnostic precision, deepen our understanding of disease mechanisms, 
and pave the way for personalized treatment strategies [3,4]. 

1.1. Background 

Deep learning techniques, particularly Convolutional Neural Networks (CNNs), have demonstrated remarkable success 
in image recognition tasks, making them well-suited for analyzing the complexities of medical imaging data [3]. 
Furthermore, XAI techniques like Gradient-weighted Class Activation Mapping (Grad-CAM) provide crucial insights into 
the decision-making processes of these AI models, increasing transparency and fostering trust within clinical settings 
[4,5]. This transparency is essential for building confidence among healthcare providers, which is crucial for the safe 
and effective integration of AI into medical practice [6]. 
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1.2. Statistics 

The global burden of neurological diseases is substantial, with significant socio-economic ramifications. Alzheimer's 
disease and other dementias currently affect an estimated 57 million people worldwide, a number projected to triple to 
approximately 153 million by 2050 due to population aging and increased life expectancy [7,8]. Brain tumors, while less 
prevalent, represent approximately 1.4% of new cancer diagnoses in the United States [9]. Parkinson's disease affects 
over 10 million individuals globally, with prevalence expected to rise alongside global aging trends [8]. The economic 
burden of these conditions is immense. Alzheimer's disease alone is projected to cost over $1 trillion in the U.S. by 2050, 
while brain tumors and Parkinson's disease place further significant financial strain on healthcare systems [7,9]. 

1.3. Prior Literature Review 

Existing literature has explored the application of various AI and machine learning (ML) techniques for diagnosing 
neurological diseases, especially Alzheimer's and Parkinson's disease. These reviews often highlight several key 
challenges: 

• Limited Datasets: The scarcity of large, diverse datasets hinders the generalizability and robustness of 
developed AI models [12-21]. 

• High Computational Demands: Advanced AI and ML models often require substantial computational 
resources, posing a barrier to real-time applications and widespread clinical deployment [13,16,17,21]. 

• Lack of Clinical Validation: A significant gap exists in the clinical validation of these AI models, raising 
concerns about their real-world utility and reliability in medical settings [12,14,17,18]. 

• Privacy Concerns: The use of sensitive patient data in AI research necessitates careful consideration of privacy 
and ethical implications to ensure data security and patient confidentiality [12,14]. 

Despite these challenges, the literature also points to several notable achievements and future directions: 

• Systematic Reviews and Meta-Analyses: Comprehensive reviews and meta-analyses have synthesized 
existing research, offering valuable insights into the current landscape of AI applications in neuroimaging and 
sensor data analysis [12,18]. 

• Identification of Key Challenges: These reviews have systematically identified and discussed key challenges, 
including data heterogeneity, model interpretability, and the need for standardized evaluation metrics 
[13,15,16]. 

• Future Research Directions: Recommendations for future research emphasize the development of more 
robust and interpretable models, the creation of larger and more diverse datasets, and the integration of AI 
models into clinical workflows to facilitate validation and adoption [14,17,20,21]. 

1.4. Justification for a New SLR 

While deep learning and AI have made significant strides in medical imaging, a critical gap remains in the literature 
regarding the integration of explainable AI (XAI) for neurological disease diagnosis using MRI. This systematic literature 
review addresses this gap by providing a thorough analysis of current methodologies, their effectiveness, limitations, 
and potential future research directions. Specifically, this review focuses on the crucial role of XAI in enhancing the 
transparency and trustworthiness of deep learning models, a factor crucial for clinical acceptance and adoption. This 
review aims to bridge the gap between the exciting advancements in AI and their practical application in real-world 
clinical settings. 

1.5. Objectives of this SLR 

• Evaluate the effectiveness of deep learning models in diagnosing neurological diseases from MRI images. 
• Analyze the role of XAI techniques in enhancing the transparency and trustworthiness of these models. 
• Investigate the integration of multi-modal data to improve diagnostic accuracy. 
• Identify challenges and future research directions in the application of AI in medical imaging, specifically 

concerning neurological diseases and the use of XAI. 

2. Research Methodology 

This systematic literature review (SLR) follows a structured and meticulous approach to comprehensively gather, 
evaluate, and synthesize research on the application of deep learning and explainable AI in diagnosing neurological 
diseases using MRI images. The methodology aims to ensure a robust exploration of existing studies while aligning with 
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the objectives of assessing current methodologies, evaluating advancements, and identifying gaps in the field. The 
review process begins with the establishment of primary objectives, encompassing the evaluation of deep learning 
models' diagnostic capabilities, the integration of explainable AI techniques, the role of multi-modal data, and the 
identification of ongoing challenges and potential research avenues. 

2.1. Question Formalization 

To ensure a targeted and systematic approach, research questions were carefully formalized as a guiding framework 
for the review. These questions anchor the methodology and focus on examining critical themes such as model 
performance, interpretability, and innovation. The formalization process ensures that all aspects of the research are 
approached comprehensively, with a focus on addressing both technical and clinical perspectives. 

Table 1 Research Questions. 

Index Question Description Discussion & Justification 

RQ1 What are the primary 
neurological disorders 
examined in the 
study? 

This question aims to establish 
the scope of the study by 
identifying the specific 
neurological disorders under 
investigation. 

The study delves into three primary neurological 
disorders: brain tumors, Alzheimer's disease, 
and Parkinson's disease. These conditions 
significantly impact millions of individuals 
worldwide, imposing a substantial burden on 
healthcare systems and affecting patients' 
quality of life. The prevalence and severity of 
these disorders highlight the urgent need for 
innovative diagnostic tools that can improve 
early detection, accurate diagnosis, and timely 
intervention. 

RQ2 How does the study 
approach the analysis 
of data and the 
selection of relevant 
research articles? 

This question focuses on the 
systematic process of data 
analysis and article selection 
employed in the SLR. 

The research methodology section details a 
structured approach involving a comprehensive 
literature search across multiple databases. It 
outlines the inclusion and exclusion criteria used 
to filter studies based on publication date, 
relevance, peer review status, and adherence to 
quality standards. 

RQ3 How effective are deep 
learning models in 
diagnosing 
neurological diseases 
from MRI images? 

This question aims to evaluate 
the diagnostic accuracy and 
reliability of various deep 
learning models. 
Understanding the 
effectiveness of these models is 
crucial for determining their 
potential to replace or augment 
traditional diagnostic methods. 

Deep learning models, such as CNNs and hybrid 
models, have shown high accuracy in diagnosing 
neurological diseases like brain tumors and 
Alzheimer’s disease, often outperforming 
traditional methods. For instance, models like 
ResNet and EfficientNet have achieved 
accuracies above 95% in various studies. 

RQ4 How can the 
integration of multi-
modal data improve 
diagnostic accuracy? 

This question investigates the 
benefits of combining MRI with 
other imaging modalities or 
clinical data. Multi-modal data 
integration can provide a more 
comprehensive view of a 
patient’s condition, potentially 
leading to more accurate 
diagnoses. 

Integrating multi-modal data, such as combining 
MRI with PET scans or clinical data, has been 
shown to improve diagnostic accuracy. Studies 
have demonstrated that multi-modal 
approaches can capture more comprehensive 
information about the disease, leading to better 
diagnostic performance and early detection. 

RQ5 What role do 
explainable AI 
techniques play in 
enhancing the 
transparency and 

This question focuses on the 
impact of explainable AI on the 
interpretability and clinical 
acceptance of AI models. 
Explainable AI techniques are 

Explainable AI techniques, such as Grad-CAM 
and SHAP, have been integrated into deep 
learning models to provide visual and 
interpretable explanations of model decisions. 
These techniques help in identifying important 
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trustworthiness of 
these models? 

essential for gaining the trust of 
healthcare professionals and 
ensuring that AI-driven 
decisions can be understood 
and validated. 

features and regions in MRI images, thereby 
enhancing the trustworthiness and clinical 
acceptance of AI models. 

RQ6 What are the potential 
benefits of using AI-
based diagnostic tools 
for neurological 
diseases in clinical 
practice? 

This question focuses on the 
potential impact of AI-based 
diagnostic tools on healthcare 
delivery and patient care, 
emphasizing the positive 
contributions AI can make to 
the field of neurology. 

Several potential benefits of AI in clinical 
practice are implied, including improved 
diagnostic accuracy, early disease detection, 
personalized treatment planning, and reduced 
workload for healthcare professionals. The 
studies discuss the development of AI-powered 
systems that assist clinicians in making more 
informed decisions, leading to better patient 
outcomes. 

RQ7 What are the current 
challenges and future 
research directions in 
the application of AI in 
medical imaging? 

This question aims to identify 
existing barriers and propose 
areas for future research to 
advance the field. 
Understanding the challenges 
and opportunities in AI-driven 
medical imaging can help guide 
future studies and improve the 
implementation of these 
technologies in clinical 
practice. 

Current challenges include the need for large 
annotated datasets, addressing data imbalance, 
and ensuring model generalizability across 
different populations. Future research 
directions involve developing more robust and 
interpretable models, integrating AI with clinical 
workflows, and exploring the use of AI in 
personalized medicine. 

2.2. Analyzing Data and Selecting Articles 

The literature search was conducted across databases like IEEE Xplore, ScienceDirect, Google Scholar, PubMed, and 
Scopus to ensure comprehensive coverage. Relevant keywords and tailored search strings were used to retrieve peer-
reviewed studies aligned with the research objectives. Inclusion criteria focused on publication date, relevance, and 
methodological rigor, while studies lacking peer review or relevance were excluded. 

Data extraction involved systematically gathering information on study design, findings, and limitations. Synthesized 
data was analyzed to identify trends, patterns, and research gaps, forming the basis for conclusions and 
recommendations. The review process was documented to ensure transparency and reproducibility. 

2.2.1. Keywords & Search Strategy 

The search utilized advanced filters and keyword combinations across databases to ensure inclusion of high-quality, 
relevant studies. Details of databases and search strategies are presented in Table 3. 

Table 2 Research Paper Database and Search Strategy Details. 

Database Keyword / String Count/ 

Results 

Explored Downloaded Total 
Results 

Total 
Explored 

Total 
Downloaded 

Final 
Total 

IEEE 
Xplore 

Neurological  
Disease 
Diagnosis using 
Artificial 
Intelligence 
Machine 
Learning Deep 
Learning Neural 
Networks 

48 48 34 122 122 95 544 

Brain Tumor 
Disease 

43 43 37 
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Classification 
identification 
Segmentation 

Alzheimer's 
Disease 
Classification 
identification 
Segmentation 

14 14 11 

Parkinson's 
Disease 
Classification 
identification 
Segmentation 

2 2 1 

Neurological 
Disease 
Diagnosis using 
Cam Grad 

3 3 3 

Neurological 
Disease 
Diagnosis using 
Explainable AI 

12 12 9 

Science 
Direct 

Neurological 
Disease 
Diagnosis using 
Artificial 
Intelligence 
Machine 
Learning Deep 
Learning Neural 
Networks 

2,685 350 103 22,114 1,500 230 

Brain Tumor 
Disease 
Classification 
identification 
Segmentation 

4,285 200 44 

Alzheimer's 
Disease 
Classification 
identification 
Segmentation 

2,521 200 39 

Parkinson's 
Disease 
Classification 
identification 
Segmentation 

1,679 150 31 

Neurological 
Disease 
Diagnosis using 
Cam Grad 

339 50 5 

Neurological 
Disease 
Diagnosis using 
Explainable AI 

10,605 100 8 
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Google 
Scholar 

Neurological 
Disease 
Diagnosis using 
Artificial 
Intelligence 
Machine 
Learning Deep 
Learning Neural 
Networks 

47,800 260 30 246,100 1,070 123 

Brain Tumor 
Disease 
Classification 
identification 
Segmentation 

93,000 150 39 

Alzheimer's 
Disease 
Classification 
identification 
Segmentation 

34,600 170 20 

Parkinson's 
Disease 
Classification 
identification 
Segmentation 

26,300 200 18 

Neurological 
Disease 
Diagnosis using 
Cam Grad 

20,800 160 5 

Neurological 
Disease 
Diagnosis using 
Explainable AI 

23,600 130 11 

PubMed Neurological 
Disease 
Diagnosis using 
Artificial 
Intelligence 
Machine 
Learning Deep 
Learning Neural 
Networks 

2,230 150 20 2,793 298 50 

Brain Tumor 
Disease 
Classification 
identification 
Segmentation 

14 14 4 

Alzheimer's 
Disease 
Classification 
identification 
Segmentation 

13 13 5 

Parkinson's 
Disease 
Classification 

11 11 4 
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identification 
Segmentation 

Neurological 
Disease 
Diagnosis using 
Cam Grad 

57 57 7 

Neurological 
Disease 
Diagnosis using 
Explainable AI 

468 53 10 

Scopus Neurological 
Disease 
Diagnosis using 
Artificial 
Intelligence 
Machine 
Learning Deep 
Learning Neural 
Networks 

6,555 110 9 32,488 740 46 

Brain Tumor 
Disease 
Classification 
identification 
Segmentation 

11,433 120 13 

Alzheimer's 
Disease 
Classification 
identification 
Segmentation 

8,581 160 9 

Parkinson's 
Disease 
Classification 
identification 
Segmentation 

4,833 130 3 

Neurological 
Disease 
Diagnosis using 
Cam Grad 

299 110 5 

Neurological 
Disease 
Diagnosis using 
Explainable AI 

787 110 7 
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Figure 1 Number of Papers Downloaded vs. Databases. 

 

Figure 2 Number of Included articles per year (2018–2024). 

2.2.2. Inclusion and Exclusion Criteria 

To ensure the quality and relevance of the studies included in the SLR, specific inclusion and exclusion criteria are 
established. These criteria help in filtering out studies that do not meet the required standards and focus on those that 
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provide valuable insights into the research questions.The following Table 4 Shows the Details About Inclusion and 
Exclusion criteria. 

Table 3 Details about Inclusion and Exclusion Criteria. 

Total Papers 544 

Included 180 

Distinct 180 

Repeated 0 

Excluded 364 

Distinct 327 

Repeated 37 

Exclusion Reason 

Unpublished 0 

Not accessible 0 

Nothing about TOPIC 364 

3. Related Work 

In recent years, AI and ML applications in diagnosing and classifying Alzheimer’s disease (AD) have gained significant 
attention. Ikram Bazarbekov et al. reviewed AI methods for AD diagnosis, identifying challenges such as limited datasets, 
lack of clinical evaluation, and privacy concerns [12]. Similarly, Mohsen Ghorbian et al. analyzed ML techniques for brain 
tumor classification, noting limitations like small sample sizes, lack of generalizability, and high computational demands 
[13].Arshdeep Kaur et al. focused on ML and DL techniques for predicting AD using neuroimaging and sensor data, 
emphasizing issues like dataset scarcity and privacy concerns [14]. In explainable AI, Savin Madapatha et al. reviewed 
MRI-based approaches for brain disease detection, highlighting challenges such as limited datasets and time-consuming 
manual segmentation [15]. Ravikumar Sajjanar et al. explored hybrid ML-DL approaches for brain tumor segmentation, 
noting high computational costs and model complexity [16]. 

Eqtidar M. Mohammed et al. reviewed DL models for AD detection, addressing dataset limitations, computational 
complexity, and regional medical record gaps [17]. Jing Wang et al. conducted a review and meta-analysis of AI-assisted 
PET imaging for Parkinson’s disease, identifying issues of heterogeneity and lack of external validation [18]. M. 
Menagadevi et al. discussed ML and DL methods for detecting AD via MRI, noting challenges like low-quality images and 
dataset scarcity [19]. Wided Hechkel et al. focused on early AD detection using imaging techniques, highlighting 
problems of class imbalance and data leakage [20]. Lastly, Maleika Heenaye-Mamode Khan et al. reviewed transfer 
learning models for AD detection, addressing limitations like insufficient annotated datasets and interpretability 
challenges [21]. 

Table 4 Comparison of Existing Reviews. 
Author Main Focus Limitations Achievements 

Ikram Bazarbekov et 
al. [12] 

Review of AI methods for 
Alzheimer’s disease diagnosis 
using neuroimaging and sensor 
data 

Limited access to 
large and diverse 
datasets. Lack of 
clinical evaluation. 
Privacy concerns. 

Systematic review of AI methods 
for Alzheimer’s disease diagnosis. 
Identification of key challenges 
and future research directions. 

Mohsen Ghorbian et 
al. [13] 

Review of ML approaches in 
diagnosing and classifying brain 
tumors based on WHO 
classifications 

Limited sample sizes, 
lack of 
generalizability, and 
high computational 
requirements. 

Comprehensive analysis of ML 
techniques for brain tumor 
classification. Identification of 
key challenges and future 
research directions. 



International Journal of Science and Research Archive, 2025, 14(02), 1799-1832 

1808 

Arshdeep Kaur et 
al.[14] 

Review of ML and DL techniques 
for predicting Alzheimer’s 
disease using neuroimaging and 
sensor data 

Limited access to 
large and diverse 
datasets. Lack of 
clinical evaluation. 
Privacy concerns. 

Systematic review of ML and DL 
techniques for Alzheimer’s 
disease prediction. Identification 
of key challenges and future 
research directions. 

Savin Madapatha et 
al.[15] 

Review of XAI-based approaches 
for brain disease detection using 
MRI images 

Limited datasets, low 
anatomical contrast, 
and time-consuming 
manual 
segmentation. 

Comprehensive review of MRI 
segmentation, classification, and 
XAI techniques for brain disease 
detection. Identification of key 
challenges and future research 
directions. 

Ravikumar Sajjanar 
et al.[16] 

Review of hybrid approaches for 
brain tumor segmentation in 
MRI using ML and DL techniques 

Limited datasets, 
high computational 
time, and complexity 
of models. 

Comprehensive review of hybrid 
techniques for MRI brain tumor 
segmentation. Identification of 
key challenges and future 
research directions. 

Eqtidar M. 
Mohammed et 
al.[17] 

Review of deep learning models 
for detecting Alzheimer’s 
disease 

Limited datasets, 
high computational 
complexity, and lack 
of comprehensive 
medical records in 
some regions. 

Comprehensive review of deep 
learning techniques, imaging 
modalities, and preprocessing 
methods for Alzheimer’s disease 
detection. Identification of key 
challenges and future research 
directions. 

Jing Wang et al.[18] Review of AI-assisted PET 
imaging for diagnosing 
Parkinson’s disease 

Limited datasets, 
high heterogeneity, 
and lack of external 
validation in some 
studies. 

Comprehensive review and meta-
analysis of AI algorithms in PET 
imaging for Parkinson’s disease 
diagnosis. Identification of key 
challenges and future research 
directions. 

M. Menagadevi et 
al.[19] 

Review of machine and deep 
learning approaches for 
detecting Alzheimer’s disease 
using MRI 

Low quality of 
medical images, lack 
of large datasets, and 
complexity of 
medical images. 

Comprehensive review of image 
preprocessing, segmentation, 
feature extraction, and 
classification techniques for 
Alzheimer’s disease detection. 
Identification of key challenges 
and future research directions. 

Wided Hechkel et 
al.[20] 

Review of machine learning and 
imaging techniques for early 
detection of Alzheimer’s disease 

Limited datasets, 
class imbalance, and 
data leakage issues. 

Comprehensive review of visual 
biomarkers, datasets, imaging 
techniques, and machine learning 
models for Alzheimer’s disease 
detection. Identification of key 
challenges and future research 
directions. 

Maleika Heenaye-
Mamode Khan et 
al.[21] 

Review of transfer learning 
models for detecting 
Alzheimer’s disease using pre-
trained deep learning models 

Limited annotated 
datasets, 
computational 
resource 
requirements, and 
challenges in model 
interpretability. 

Comprehensive review of 
transfer learning models, 
neuroimaging techniques, 
datasets, data augmentation, 
preprocessing techniques, and 
input data management for 
Alzheimer’s disease detection. 
Identification of key challenges 
and future research directions. 
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4. Neurological Disorders 

Neurological disorders encompass conditions affecting the central and peripheral nervous systems, including a range 
of diseases such as epilepsy, Alzheimer’s disease, Parkinson’s disease, multiple sclerosis, and brain tumors. These 
disorders impact the brain, spinal cord, and nerves, leading to various symptoms depending on the specific condition 
and affected areas of the nervous system [12-21]. 

4.1. Types of Neurological Disorders 

• Neurodegenerative Diseases: This category includes conditions like Alzheimer’s and Parkinson’s disease, 
characterized by the progressive loss of nerve cells [38,40,43,207]. 

• Cerebrovascular Diseases: Conditions such as stroke that affect the blood supply to the brain can lead to 
significant neurological impairment [208]. 

• Demyelinating Diseases: Multiple sclerosis is an example, where the myelin sheath surrounding nerve fibers 
is damaged, leading to disrupted nerve signaling [209,210]. 

• Infections: Diseases such as meningitis and encephalitis, which infect the brain and spinal cord, can cause 
severe neurological symptoms [211]. 

• Functional Disorders: These include conditions like epilepsy, marked by abnormal electrical discharges in the 
brain that result in seizures [212]. 

• Brain Tumors: Abnormal cell growths within the brain, either benign or malignant, also fall under neurological 
disorders [39,42]. 

4.2. Stages of Neurological Disorders 

• Early Stage: Symptoms may be subtle and hard to notice, making early diagnosis essential for effective 
intervention [213]. 

• Middle Stage: Symptoms become more pronounced and can affect daily life. 
• Late Stage: Severe symptoms drastically impact quality of life, often requiring comprehensive care. 

5. Brain Tumor 

Brain tumors are abnormal cell growths within the brain or central spinal canal, and they can be benign or malignant. 
Tumors can either originate in the brain (primary) or spread from other parts of the body (secondary or metastatic) 
[39,42]. 

5.1. Types of Brain Tumors 

• Gliomas: Tumors arising from glial cells, including astrocytomas and glioblastomas [214]. 
• Meningiomas: Develop from the meninges, the protective layers around the brain and spinal cord [215]. 
• Pituitary Tumors: Affect the pituitary gland, which regulates hormonal functions [216]. 
• Schwannomas: Tumors from Schwann cells that produce the myelin sheath surrounding nerves [217]. 
• Medulloblastomas: Often found in children, these tumors arise in the cerebellum [218]. 

5.2. Stages of Brain Tumors 

• Grade I: Benign and slow-growing. 
• Grade II: Relatively slow-growing, with potential to become malignant. 
• Grade III: Malignant and actively growing. 
• Grade IV: Highly malignant and aggressive, as in glioblastoma multiforme [219] 
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Figure 3 MRI images for Brain Tumor classes [59]. 

 

Figure 4 The three prominent views of MRI scanning: axial, sagittal, coronal (Top), and brain MRI slices of T1-
weighted vs. T2-weighted and flair (Bottom) [34]. 

5.3. Approaches used for Brain Tumor Diagnosis 

Shekhar et al. [27] proposed a method using discrete wavelet transform and SVM for effective brain tumor identification 
and classification from MRI images. Sultan et al. [28] developed a CNN-based deep learning model for multi-
classification of brain tumors, achieving high accuracies. Mehrotra et al. [29] introduced a scheme using DWT for feature 
extraction and SVM for classification, achieving high accuracy. Divyamary et al. [30] utilized Naive Bayes classifier for 
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brain tumor detection with moderate accuracy. Shafana et al. [31] provided an overview of AI-based techniques for 
brain tumor segmentation, detection, and diagnosis, highlighting MRI's effectiveness. Kibriya et al. [32] used CNN 
models and SVM for brain tumor classification, achieving high accuracy. Khairandish et al. [33] proposed a hybrid CNN-
SVM model for tumor detection and classification, achieving significant accuracy improvements. Jena et al. [34] 
highlighted the use of radiogenomics combined with AI for brain tumor characterization, emphasizing personalized 
treatment benefits.  

Fernando et al. [35] reviewed statistical, deep learning, and probabilistic models for MRI-based brain tumor 
segmentation. Gao et al. [36] developed a deep learning system for automated identification and classification of 18 
types of brain tumors from MRI data, achieving higher accuracy and sensitivity compared to neuroradiologists. Agrawal 
et al. [37] presented a framework for brain tumor segmentation and classification using deep learning techniques, 
showing improved performance with the 3D-UNet model. Aggarwal et al. [38] proposed an improved ResNet model for 
brain tumor segmentation, addressing gradient issues in DNNs. Talukder et al. [39] introduced a deep learning approach 
based on transfer learning for brain tumor classification, achieving high accuracy. Tseng et al. [40] optimized the 
XGBoost technique for brain tumor detection using feature selection and image segmentation, achieving high accuracy 
and precision. Shourie et al. [41] proposed a VGG-16 model for brain tumor detection using MRI scans, demonstrating 
high sensitivity and specificity. Shyamala et al. [42] developed a method for brain tumor classification using MRI images, 
involving preprocessing, feature extraction, and classification with a GRNN, achieving high accuracy. Ranjbarzadeh et 
al. [43] proposed an optimized CNN model for brain tumor segmentation using an Improved Chimp Optimization 
Algorithm, achieving high precision and recall.  

Ruba et al. [44] introduced a novel JGate-AttResUNet model for brain tumor segmentation, achieving high mean dice 
values. Amritraj et al. [45] proposed a deep learning model using CNN and ResNet50 for brain tumor diagnosis, 
achieving high training and validation accuracies. Liu et al. [46] developed a multi-task learning transformer for brain 
tumor segmentation and classification, achieving high accuracy. Song et al. [47] reviewed deep learning techniques for 
noninvasive grading of glioma brain tumors using MRI. Nanda et al. [48] proposed a classification model using a hybrid 
saliency-K-mean segmentation technique and SSO in RBNN, achieving high accuracies. Saboor et al. [49] introduced an 
AI-based CAD system using attention-gated recurrent units for brain tumor detection, achieving high accuracy. 
Srinivasan et al. [50] developed three CNN models for multi-classification of brain tumors using MRI images, achieving 
high accuracies. Roy et al. [51] proposed an explainable ensemble-based pipeline for brain tumor classification using a 
Dual-GAN mechanism, achieving high accuracy. Khalighi et al. [52] explored the role of AI in neuro-oncology, focusing 
on gliomas and highlighting AI's superiority in accuracy and specificity. Almufareh et al. [53] evaluated YOLO-based 
deep learning models for brain tumor segmentation and classification using MRI scans, achieving high performance. 
Sarada et al. [54] presented a modified ResNet50V2 deep learning model for multi-classification of brain tumors, 
achieving high accuracy.  

Bhimavarapu et al. [55] proposed an improved FCM segmentation algorithm and an enhanced ELM classifier for brain 
tumor detection, achieving high accuracy and precision. Jakhar et al. [56] introduced a novel brain tumor segmentation 
approach using multi-scale pixel segmentation and fractal feature extraction, achieving high accuracy and sensitivity. 
Kalaiselvi et al. [57] proposed a brain tumor detection method using a Boosted Multi-Gradient SVM classifier, achieving 
high accuracy. Xu et al. [58] presented a novel approach for brain tumor diagnosis using MRI scans, leveraging 
Mobilenetv2 optimized by the Contracted Fox Optimization Algorithm, achieving high precision and accuracy. Byeon et 
al. [60] introduced the ICU-Net model for brain tumor segmentation, leveraging dynamic convolution and a non-local 
attention mechanism, achieving high performance. Jagadeesh et al. [61] proposed the EA-DFFTU-Net model for effective 
brain tumor segmentation with missing MRI modalities, achieving better performance. Rashid et al. [62] proposed a 
method for brain tumor detection using anisotropic filtering, SVM classifier, and morphological operations, achieving 
moderate accuracy.  

Gürsoy et al. [63] proposed a fused deep learning model combining GNN and CNN for brain tumor detection, achieving 
high classification accuracy. Ullah et al. [64] proposed an efficient system based on deep learning and evolutionary 
optimization for classifying brain tumor modalities, achieving high accuracy. Singh et al. [65] proposed an automated 
solution using a CNN for brain tumor classification, achieving high accuracy and concordance with ground truth. 
Ashafuddula et al. [66] proposed a novel thresholding-based MRI image segmentation approach with a transfer learning 
model for early-stage brain tumor detection, achieving high sensitivity and accuracy. Kordnoori et al. [67] proposed a 
multi-task learning model for segmentation and classification of supratentorial brain tumors, achieving high accuracy. 
Chauhan et al. [68] proposed a comparative analysis of deep learning models for brain tumor segmentation using multi-
contrast MRI images, achieving high performance with the 3D U-Net model. Rajeswari et al. [69] proposed a Dense Fused 
Maxout Network for severity prediction of brain tumors, achieving high sensitivity, accuracy, and specificity. Zakariah 
et al. [70] proposed the Dual Vision Transformer-DSUNET model for brain tumor segmentation, achieving high Dice 
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Coefficient values and overall accuracy. Yang et al. [71] proposed a method combining GRU networks and the Enhanced 
Hybrid Dwarf Mongoose Optimization algorithm for brain tumor detection, achieving high sensitivity and specificity.  

Musthafa et al. [72] introduced an integrated approach using ResNet50 combined with Grad-CAM for brain tumor 
detection, achieving high accuracy and interpretability. Yu et al. [74] proposed HSA-Net, a novel segmentation method 
utilizing SWDC and HDense modules, achieving high Dice coefficient and classification accuracy. Aboussaleh et al. [75] 
proposed Inception-UDet, an improved U-Net architecture for brain tumor segmentation, achieving high DSC on various 
datasets. Malakouti et al. [76] utilized machine learning and transfer learning techniques for brain tumor classification, 
achieving high accuracy with LightGBM and GoogLeNet models. Basha et al. [77] proposed a method for brain tumor 
detection using R-CNN masks, Grad-CAM, and transfer learning, achieving high sensitivity and accuracy. Yalamanchili 
et al. [78] proposed using VGG-16 and Efficient NetB7 models for brain tumor classification and segmentation, achieving 
high classification accuracy. Nelson et al. [79] utilized the EfficientNetB3 model for multiclass brain tumor detection 
using MRI scans, achieving high overall accuracy.  

Priyadarshini et al. [80] proposed a fine-tuned EfficientNetV2S model for classifying brain tumors into multiple grades, 
achieving high test accuracy, recall, precision, and sensitivity. Zeineldin et al. [81] introduced NeuroIGN, an AI-based 
system for image-guided neurosurgery, achieving high accuracy in tumor segmentation. Haque et al. [82] proposed 
NeuroNet19, a deep neural network model using VGG19 and an Inverted Pyramid Pooling Module for brain tumor 
classification, achieving high accuracy and precision. Rasool et al. [83] proposed TransResUNet, a hybrid architecture 
combining ResNet U-Net with Transformer blocks for glioma brain tumor segmentation, achieving high dice scores and 
overall accuracy. Hossain et al. [84] proposed an ensemble model called IVX16, combining VGG16, InceptionV3, and 
Xception for multiclass brain tumor classification, achieving high accuracy. Iriawan et al. [85] proposed a YOLO-UNet 
architecture combining YOLO for detection and UNet for segmentation of MRI brain tumor images, achieving a high 
correct classification ratio. 

6. Alzheimer’s Disease 

Alzheimer’s disease is a progressive neurodegenerative disorder causing memory loss, cognitive decline, and behavioral 
changes, making it the leading cause of dementia in older adults [12,14,17,19-21]. 

6.1. Types of Alzheimer’s Disease 

• Early-Onset Alzheimer’s: Occurs before age 65, often with a genetic basis [220]. 
• Late-Onset Alzheimer’s: The more common form, occurring after age 65 [221]. 

6.2. Stages of Alzheimer’s Disease 

• Preclinical Stage: Brain changes occur without noticeable symptoms. 
• Mild Cognitive Impairment (MCI): Early memory and thinking impairments appear. 
• Mild Alzheimer’s: Cognitive challenges begin to interfere with daily life. 
• Moderate Alzheimer’s: Memory loss, confusion, and language difficulties intensify. 
• Severe Alzheimer’s: Severe decline, with inability to communicate or perform daily tasks [222]. 
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Figure 5 MRI images for Alzheimer’s Disease classes [73]. 

6.3. Approaches used for Alzheimer’s Diagnosis 

Islam et al. [86] proposed an ensemble of deep convolutional neural networks for diagnosing Alzheimer’s disease using 
brain MRI data, achieving high accuracy and precision. Zhang et al. [87] developed a multi-modal deep learning model 
combining MRI, PET, and clinical assessments for auxiliary diagnosis, improving diagnostic accuracy. Salehi et al. [88] 
reviewed deep learning algorithms for diagnosing Alzheimer’s, highlighting the effectiveness of CNNs in analyzing MRI 
brain images. Feng et al. [89] proposed a method using wavelet transformation energy features from structural MRI 
images to identify Alzheimer’s disease, outperforming state-of-the-art methods. Basher et al. [90] combined CNN and 
DNN for diagnosing Alzheimer’s using volumetric features from structural MRI data, achieving high classification 
accuracy. Hazarika et al. [91] evaluated deep learning models for classifying Alzheimer’s using MRI scans, with 
DenseNet-121 achieving the highest performance. Mahendran et al. [92] presented a deep learning-based classification 
model with an embedded feature selection approach for early detection using DNA methylation data. Cheung et al. [93] 
developed a deep learning algorithm to detect Alzheimer’s using retinal photographs, showing high sensitivity and 
specificity. Fareed et al. [94] proposed ADD-Net, a CNN architecture for detecting Alzheimer’s using MRI scans, achieving 
high accuracy and AUC values.  

Pedrero-Sánchez et al. [95] developed a multi-branch CNN to classify healthy individuals and those with Alzheimer’s 
and Parkinson’s using smartphone sensor data, achieving 100% classification accuracy. Khan et al. [96] developed a 
three-tiered cognitive-based machine learning algorithm for predicting Alzheimer’s and Mild Cognitive Impairment, 
achieving high accuracy. Zhou et al. [97] developed an interpretable Graph Convolutional Network framework using 
multi-modality brain imaging data for Alzheimer’s diagnosis, identifying important biomarkers. Alorf et al. [98] 
developed methods for multi-label classification of Alzheimer’s stages using resting-state fMRI data and deep learning, 
achieving high accuracies. Velazquez et al. [99] developed a multimodal ensemble model to predict conversion from 
Early Mild Cognitive Impairment to Alzheimer’s, achieving high accuracy. Rahim et al. [100] proposed a hybrid 
multimodal deep-learning framework to predict Alzheimer’s progression, achieving high accuracy and introducing a 
novel explainability approach. Chen et al. [101] proposed a U-Net based GAN to synthesize FDG-PET from MRI-T1WI 
for Alzheimer’s diagnosis, achieving high performance. Fathi et al. [102] proposed an ensemble method using CNN-
based classifiers for early diagnosis using MRI images, achieving high accuracy rates. Zhang et al. [103] proposed a 
Weakly Supervised Deep Learning model incorporating attention mechanisms for Alzheimer’s diagnosis, achieving high 
performance. Zhou et al. [104] developed an Alzheimer’s segmentation and classification pipeline using machine 
learning, achieving high performance. Klepl et al. [105] proposed an Adaptive Gated Graph Convolutional Network for 
diagnosing Alzheimer’s using EEG data, achieving high accuracy and providing consistent explanations.  
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Enumula et al. [106] proposed a method for predicting and classifying Alzheimer’s using CT images and machine 
learning, achieving high accuracy. Jenifel et al. [107] proposed an Alzheimer’s detection system using an eight-layered 
CNN called AlexNet, achieving high accuracy. Liu et al. [108] proposed a method for Alzheimer’s classification using MRI 
images of the hippocampus and whole brain, achieving high accuracy. Boyapati et al. [109] proposed a method for 
predicting Alzheimer’s using a combination of CNN and GAN, achieving high accuracy. Shetty et al. [110] proposed a 
method for detecting Alzheimer’s using a CNN, achieving high accuracy. Asgharzadeh-Bonab et al. [111] proposed fusion 
schemes to combine deep features from brain MRI and its transforms, achieving high accuracy. Saleh et al. [112] 
proposed a method for classifying Alzheimer’s using DenseNet and transfer learning, achieving high accuracy and AUC 
values. Hazarika et al. [113] proposed a hybrid deep neural network model for classifying Alzheimer’s using MRI scans, 
achieving high performance. Yao et al. [114] reviewed AI methodologies for diagnosing Alzheimer’s using brain MRI 
images, highlighting the effectiveness of deep learning models. Nagarathna et al. [115] proposed a hybrid model for 
classifying Alzheimer’s stages using MRI data, achieving high accuracy and AUC values. Mahendran et al. [116] proposed 
a Deep Belief Network model for predicting Alzheimer’s using multi-omics data, achieving better performance 
compared to traditional models. Sekhar et al. [117] proposed a novel approach for classifying Alzheimer’s using EEG 
data by combining GANs and the Marine Predators Algorithm, achieving superior classification performance.  

Nguyen et al. [118] proposed a deep learning-based approach for the differential diagnosis of Alzheimer’s and 
Frontotemporal Dementia using structural MRI, achieving high performance. Wang et al. [119] evaluated heatmap 
methods for capturing Alzheimer’s patterns using deep neural networks, with Integrated Gradients producing the best 
overlap with meta-analysis maps. Jahan et al. [120] proposed an explainable AI model for predicting Alzheimer’s using 
multimodal data, achieving high accuracy and providing explainability. AlMohimeed et al. [121] proposed a multi-level 
stacking ensemble model for detecting Alzheimer’s using cognitive sub-scores, achieving high performance. Yao et al. 
[122] proposed Fuzzy-VGG for predicting Alzheimer’s staging using brain MRI images, achieving high accuracy and 
performance. Yi et al. [123] proposed a deep learning model to identify patterns in Alzheimer’s progression, predicting 
time-to-conversion and clustering distinct subgroups. Sharma et al. [124] proposed a CNN model based on InceptionV3 
for classifying Alzheimer’s stages using segmented MRI images, achieving high accuracy. Hwang et al. [125] utilized a 
deep generative model to predict amyloid positivity in cognitively normal individuals, achieving high accuracy. Zhang 
et al. [126] proposed sMRI-PatchNet, a patch-based deep learning network for Alzheimer’s diagnosis using structural 
MRI, achieving high performance. Stoleru et al. [127] evaluated transfer learning and deep learning algorithms for 
diagnosing Alzheimer’s using MRI scans, with ResNet-152 achieving the highest accuracy. Ozdemir et al. [128] proposed 
a CNN model for early diagnosis of Alzheimer’s, achieving state-of-the-art accuracy and improved computing efficiency.  

Biswas et al. [129] proposed a multi-class classification system for early diagnosis using 3D MRI images, achieving high 
accuracy. El-Assy et al. [130] proposed a CNN architecture for classifying Alzheimer’s using MRI data, achieving high 
accuracies for multiple classifications. Ayus et al. [131] proposed hybrid models for Alzheimer’s identification, achieving 
high accuracy and introducing an online interface for diagnosis. Nour et al. [132] proposed a Deep Ensemble Learning 
model for diagnosing Alzheimer’s using EEG signals, achieving high accuracy. Ali et al. [133] proposed an integrated 
approach using Improved Fuzzy C-means clustering and a hybrid CNN-LSTM classifier, achieving high accuracy. 
Tripathy et al. [134] proposed an improved spatial attention guided depth separable CNN for Alzheimer’s detection, 
achieving high accuracy. Mahmood et al. [135] introduced novel AD classification methods, achieving high performance 
and aiding in personalized treatment planning. Mahmud et al. [136] proposed an explainable AI-based approach for 
Alzheimer’s diagnosis using deep transfer learning, achieving high accuracy and providing visual insights. Matlani [137] 
proposed a hybrid deep learning approach combining BiLSTM and ANN for early diagnosis, achieving high accuracy. 
Kiran et al. [138] introduced a personalized dynamically ensemble CNN for Alzheimer’s diagnosis, improving 
classification accuracy. Malu et al. [139] introduced CirMNet, a hybrid feature extraction technique for Alzheimer’s MRI 
classification, achieving high accuracy.  

Bringas et al. [140] introduced CLADSI, a continual learning algorithm for identifying Alzheimer’s stages using 
accelerometer data, achieving high accuracy. Rehman et al. [141] employed DenseNet-201 for diagnosing Alzheimer’s 
stages using MRI scans, achieving high accuracy. Sorour et al. [142] proposed a novel AD-DL approach for early detection 
using MRI data and deep learning techniques, achieving high accuracy. Praveenkumar et al. [143] used transfer learning 
and pre-trained models to classify Alzheimer’s using MRI data, achieving high performance. Yu et al. [144] integrated 
EEG signals and genetic data for Alzheimer’s classification using machine learning models, achieving high performance. 
Parvin et al. [145] developed a framework using multimodal data to classify Alzheimer’s, achieving high performance. 
Zuo et al. [146] proposed a deep learning-based approach using eye-tracking data for diagnosis, achieving high accuracy. 
Shukla et al. [147] proposed a model to enhance the explainability of AI in diagnosing Alzheimer’s, achieving high 
performance. Kiss [148] discussed a mobile application algorithm for early detection, highlighting its accessibility and 
cost-effectiveness. Wong et al. [149] demonstrated using GANs for high classification accuracy with reduced data. Song 
et al. [150] applied Grad-CAM to a 3D-VGG16 network for diagnosis using fMRI data, achieving high accuracy. Conti et 
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al. [151] used Raman spectroscopy and topological machine learning for detection via cerebrospinal fluid analysis, 
achieving high accuracy. Yuan et al. [152] proposed an improved multifeature squeeze-and-excitation-dilated residual 
network for predicting clinical scores and conversion probability, achieving high performance. Kamal et al. [153] 
introduced a multi-modal data-specific method using transformers for prediction, achieving high accuracy. 

Hatami et al. [154] proposed a method combining reinforcement learning and deep learning for Alzheimer’s disease 
classification, achieving higher accuracy than existing techniques. Alp et al. [155] proposed using Vision Transformer 
(ViT) for MRI processing in Alzheimer’s diagnosis, achieving high accuracy and superior performance compared to other 
deep learning models. Fania et al. [156] used machine learning and explainable AI (XAI) to predict Alzheimer’s disease 
mortality, highlighting the significant contribution of air pollution (O3 and NO2) to Alzheimer’s mortality. Qian et al. 
[157] proposed a multi-task residual network (MMANet) for Alzheimer’s classification and brain age prediction, 
achieving high accuracy and confirming the benefits of multi-task learning. Yousefzadeh et al. [158] proposed a novel 
explainable AI framework (LAVA) to assess Alzheimer’s from retinal images, effectively identifying AD stages using 
retinal vasculature as a biomarker. Mahim et al. [159] proposed a hybrid model combining Vision Transformer (ViT) 
and Gated Recurrent Unit (GRU) for Alzheimer’s detection from MRI images, achieving high accuracies and 
incorporating XAI techniques for enhanced interpretability. 

7. Parkinson’s Disease 

Parkinson’s disease is a chronic and progressive neurodegenerative disorder due to the loss of dopamine-producing 
neurons, leading to tremors, rigidity, and balance problems [18]. 

7.1. Types of Parkinson’s Disease 

• Idiopathic Parkinson’s Disease: The most common type, with no identifiable cause [223]. 
• Genetic Parkinson’s Disease: Linked to genetic mutations. 
• Secondary Parkinsonism: Results from other conditions, such as stroke or medication effects. 

7.2. Stages of Parkinson’s Disease 

• Stage 1: Symptoms are mild and do not interfere with daily activities. 
• Stage 2: Symptoms worsen, making daily tasks more challenging. 
• Stage 3: Loss of balance and coordination, with an increased risk of falls. 
• Stage 4: Symptoms are severe, requiring assistance with daily activities. 
• Stage 5: Advanced stage, with severe disability and dependence on caregivers [224].   

  
 

 

Figure 6 MRI images for Parkinson’s Disease classes [226]. 

7.3. Approaches used for Parkinson’s Diagnosis 

Magesh et al. [160] proposed a machine learning model using LIME for early detection of Parkinson’s disease from 
DaTSCAN images, achieving high accuracy and interpretability. Nilashi et al. [161] presented a method for remote 
tracking of Parkinson’s progression using Deep Belief Network and Self-Organizing Map, improving UPDRS prediction 
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accuracy. Mounika et al. [162] evaluated various machine learning models for diagnosing Parkinson’s, with KNN 
achieving the highest accuracy. Karaman et al. [163] developed a CNN model using transfer learning for detecting 
Parkinson’s from voice signals, achieving high performance. Nogales et al. [164] proposed using BERT to analyze EEG 
data for diagnosing Parkinson’s, demonstrating the potential of NLP techniques in medical diagnostics. Pahuja et al. 
[165] presented deep learning frameworks for Parkinson’s detection using multi-modal features, achieving high 
accuracy. Chen et al. [166] used DCNNs optimized by the chimp optimization algorithm for diagnosing Parkinson’s from 
speech signals, achieving high accuracy. Yao et al. [167] used DCNNs optimized by the whale optimization algorithm for 
diagnosing Parkinson’s from speech signals, achieving high accuracy. Rana et al. [168] evaluated machine learning 
algorithms for diagnosing Parkinson’s using voice features, with ANN achieving the highest accuracy. Sangeetha et al. 
[169] used CNNs to detect Parkinson’s from brain MRI images, achieving high accuracy.  

Guatelli et al. [170] used spectrograms of voice recordings and ELM random weight neural networks to detect 
Parkinson’s, achieving high accuracy. Nilashi et al. [171] combined DBN and ANFIS for early diagnosis of Parkinson’s, 
improving UPDRS prediction accuracy. Camacho et al. [172] developed a CNN model trained on T1-weighted MRI 
datasets to classify Parkinson’s, achieving high accuracy and providing explainable classifications. Akram et al. [173] 
discussed various methods for diagnosing Parkinson’s using AI, machine learning, and deep learning techniques, 
emphasizing early diagnosis. Bhandari et al. [174] integrated gene expression data to diagnose Parkinson’s using 
machine learning and explainable AI, identifying significant gene biomarkers. Hireš et al. [175] evaluated the 
generalization performance of machine learning models for detecting Parkinson’s from voice recordings, highlighting 
the need for diverse datasets. Kumar et al. [176] used machine learning to identify miRNA biomarkers for diagnosing 
Parkinson’s, achieving high accuracy. Krishna et al. [177] presented a model for detecting Parkinson’s from speech 
signals using explainable AI techniques, achieving high accuracy. Majhi et al. [178] proposed deep learning models 
enhanced with a metaheuristic algorithm for early detection of Parkinson’s using MRI and SPECT DaTscan datasets, 
achieving high accuracy. Roy et al. [179] presented a comprehensive analysis of AI-based methods for diagnosing 
Parkinson’s, highlighting the potential of AI in early and accurate diagnosis. Priyadharshini et al. [180] presented a 
framework combining 3D MRI imaging and Gradient Boosting for early detection of Parkinson’s, achieving high 
accuracy.  

Yildirim et al. [181] presented a hybrid model for detecting Parkinson’s from sound signals, achieving high accuracy. 
Habib et al. [182] proposed a framework using Deep Dual Attention Neural Network and Bi-LSTM for predicting 
Parkinson’s from freezing of gait episodes, achieving high accuracy. Saleh et al. [183] proposed a hybrid CNN-KNN 
ensemble voting classifier for predicting Parkinson’s from hand sketching images, achieving high accuracy. Teo et al. 
[184] introduced a multilayer BiLSTM network with explainable AI to distinguish between Parkinson’s, essential 
tremor, and normal tremors, achieving high accuracy. Islam et al. [185] integrated clinical assessments and 
neuroimaging data to detect Parkinson’s using machine learning and transfer learning techniques, achieving high 
accuracy. Veetil et al. [186] investigated data leakage and generalizability in MRI-based classification of Parkinson’s 
using 2D CNNs, highlighting the importance of testing with heterogeneous populations. Mahendran et al. [187] used 
CNNs and transfer learning to classify Parkinson’s using spiral and wave drawings, achieving high accuracy. Palakayala 
et al. [188] introduced AttentionLUNet, a hybrid model for Parkinson’s detection using MRI, achieving high accuracy. 
Yang et al. [189] applied a deep learning neural network to video of finger tapping to distinguish Parkinson’s from 
controls, achieving moderate accuracy. Wang et al. [190] proposed a deep learning-based method for cross-modality 
striatum segmentation using DaT SPECT and MR images, achieving high performance. Palakayala et al. [191] proposed 
a deep structured neural network to detect Parkinson’s through voice samples, achieving high accuracy. Dentamaro et 
al. [192] investigated multimodal deep learning for early detection of Parkinson’s using data from the PPMI database, 
achieving high accuracy. Al-Tam et al. [193] proposed a stacking ensemble-based approach for diagnosing Parkinson’s, 
achieving high accuracy.  

Desai et al. [194] presented a deep learning model using 3D MRI scans and data augmentation to classify Parkinson’s, 
achieving high accuracy. Reddy et al. [195] proposed a classification model based on VGG19 with an attention 
mechanism to detect Parkinson’s from spiral and wave drawings, achieving high accuracy. Kmiecik et al. [196] 
investigated the LRRK2 G2019S variant, identifying it as a common cause of monogenic Parkinson’s and highlighting its 
risk factors. Zhao et al. [197] introduced an efficient diagnostic system for Parkinson’s using smartphone videos of 
walking patterns, achieving high recognition rates. Deng et al. [198] introduced a video-based framework using machine 
learning to predict Parkinson’s motor symptom severity, achieving high accuracy. Lv et al. [199] introduced a 
multimodal deep learning framework for Parkinson’s detection using audio-visual data, achieving high accuracy. Di 
Cesare et al. [200] explored machine learning techniques for early detection of Parkinson’s through speech analysis, 
achieving high accuracy. Zhang et al. [201] introduced mP-Gait, a system using mmWave radar to assess gait impairment 
in Parkinson’s patients, achieving high accuracy. Huang et al. [202] introduced an explainable 3D multi-head attention 
residual convolution network for evaluating Parkinson’s severity, achieving high performance. Kim et al. [203] 
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introduced the TULIP dataset for assessing Parkinson’s motor symptoms using multi-camera video data, aiming to 
improve assessment precision. Ahmadi et al. [204] proposed a hybrid approach combining LS-SVR and Fuzzy Clustering 
for early diagnosis of Parkinson’s, achieving high performance. Raj et al. [205] introduced a method using visibility 
graphs to classify Parkinson’s severity, achieving high accuracy. Reddy et al. [206] investigated machine learning 
algorithms for diagnosing Parkinson’s from speech analysis, achieving high accuracy. 

8. Explainable AI (XAI) in Medical Imaging 

The inherent opacity of deep learning models, often referred to as the "black box" problem, poses a significant challenge 
to their adoption in healthcare. While these models can achieve high accuracy in medical image analysis, understanding 
how they arrive at their predictions is crucial for building trust among clinicians and ensuring responsible 
implementation [15, 17]. Explainable AI (XAI) addresses this challenge by providing insights into the decision-making 
processes of these models, enhancing transparency and trustworthiness. This transparency is particularly critical in 
neurological disease diagnosis, where understanding the rationale behind a diagnostic decision is paramount for patient 
care and treatment planning [18]. 

 

Figure 7 XAI Workflow for Medical Image Analysis [225] 

8.1. Examples of XAI Techniques 

Several XAI techniques have emerged to shed light on the inner workings of deep learning models in medical imaging: 

8.1.1. Grad-CAM (Gradient-weighted Class Activation Mapping)  

Grad-CAM visually explains model predictions by generating "heatmaps" that highlight the regions of an image most 
influential to the model's decision [15]. This technique provides a visual representation of the model's focus when 
making a diagnosis. 

8.1.2. Grad-CAM++  

Building upon Grad-CAM, Grad-CAM++ offers improved localization and visualization of disease-affected regions, 
particularly in cases with multiple occurrences of the same pathology within an image, and addresses issues related to 
model scalability [15]. 

8.1.3. LIME (Local Interpretable Model-Agnostic Explanations)  

LIME offers model-agnostic explanations by creating simplified, interpretable models around individual predictions 
[17]. This local approach provides insights into the model's behavior for specific cases, explaining why a particular 
prediction was made for a given input. 

8.1.4. SHAP (SHapley Additive exPlanations) 

Based on game theory, SHAP quantifies the contribution of each feature to a prediction, providing a more 
comprehensive understanding of feature importance [15]. This technique helps identify the key features driving the 
model's decisions, offering a global perspective on model behavior. 

8.2. Benefits of XAI in Medical Imaging 

The application of XAI in medical imaging offers several key advantages: 
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8.2.1. Enhanced Trust and Confidence 

By revealing the decision-making processes of AI models, XAI fosters trust among clinicians, making them more 
comfortable relying on AI-driven insights for diagnosis and treatment planning [15, 17]. 

8.2.2. Improved Model Validation and Refinement:  

XAI facilitates the identification of potential biases and flaws in AI models, enabling researchers to validate and refine 
these models for improved accuracy and reliability [15]. This iterative process leads to the development of more robust 
diagnostic tools. 

8.2.3. New Insights and Discoveries  

XAI can uncover hidden patterns and relationships in medical data that might be overlooked by human experts [15]. 
These discoveries can lead to new insights into disease mechanisms, the identification of potential biomarkers, and the 
development of personalized treatment strategies. 

8.3. Challenges and Future Directions for XAI 

While XAI holds immense promise, several challenges remain: 

8.3.1. Need for More In-Depth Interpretability  

Existing XAI techniques provide valuable insights, but further research is needed to develop methods that offer even more 

granular and comprehensive explanations, especially in complex diagnostic scenarios [15]. This includes moving beyond 

highlighting important regions to explaining the underlying features and patterns recognized by the model. 

8.3.2. Integration with Clinical Workflows: 

Seamless integration of XAI tools into existing clinical workflows is essential for practical adoption [15]. Future research 
should focus on developing user-friendly interfaces and tools that provide clinicians with actionable XAI insights in a 
clinically relevant context. 

XAI is essential for the responsible and effective integration of AI into healthcare. By enhancing transparency and 
interpretability, XAI can improve diagnostic accuracy, build trust among clinicians, and ultimately contribute to better 
patient outcomes. 

9. Research Limitations 

This study has several limitations. Current research on neurological disease diagnosis often relies on limited and 
homogeneous datasets, affecting the generalizability of findings [12-21]. Data leakage can artificially inflate 
performance and needs to be addressed rigorously [13, 20]. The computational demands of deep learning models can 
be a barrier to clinical implementation [13, 16, 17, 21]. While XAI offers improvements, further work is needed to 
enhance model interpretability and facilitate better clinical understanding [15, 21]. 

10. Future Directions 

Future research should prioritize developing larger, more representative datasets and integrating multimodal data for 
a holistic disease understanding. Creating computationally efficient models is vital for clinical deployment. Further 
development of XAI methods is crucial for enhancing transparency and trust, and research should focus on personalized 
medicine and tailored treatments based on individual patient profiles.  

11. Conclusion 

This review examined AI-driven methodologies for diagnosing neurological diseases, highlighting the transformative 
potential of deep learning and explainable AI (XAI) in analyzing medical imaging data like MRI, CT, EEG, and clinical 
metrics. We synthesized findings from numerous studies, demonstrating AI's capacity to improve diagnostic accuracy, 
enable earlier detection of conditions such as brain tumors, Alzheimer's disease, and Parkinson's disease, and ultimately 
contribute to more informed clinical decision-making and the development of personalized treatment strategies. 
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However, significant challenges remain. Limited and homogeneous datasets often restrict the generalizability of AI 
models, while the computational demands of complex architectures can hinder their deployment in resource-
constrained clinical settings. The "black box" nature of deep learning models necessitates ongoing research into XAI 
techniques to enhance transparency and build trust among healthcare professionals. Addressing these challenges 
through the development of robust, interpretable, and efficient models is crucial for realizing the full potential of AI in 
neurological disease diagnosis. 

Future research should prioritize the creation of larger, more diverse datasets that accurately reflect the heterogeneity 
of these diseases. Integrating multimodal data, including genomic and proteomic information, will provide a more 
holistic understanding of disease mechanisms and potentially reveal novel biomarkers. Continued advancements in XAI 
are essential for not only improving model interpretability but also for uncovering hidden patterns and relationships 
within complex medical data. This, in turn, can lead to new insights into disease pathogenesis and personalized 
treatment approaches. By tackling these critical areas, we can pave the way for a future where AI-powered diagnostics 
play a central role in improving patient outcomes and transforming the landscape of neurological healthcare.  
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