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Abstract 

This study presents the development and evaluation of MiniXplorer, a mobile learning application designed for children 
that integrates Google’s Machine Learning Kit (ML Kit) for real-time image recognition and Text-to-Speech (TTS) 
technology for auditory feedback. Employing a mixed-method descriptive developmental approach, the research 
combined interviews, surveys, observations, and data analysis to assess the application’s functionality, performance, 
and user experience holistically. Technical evaluations revealed MiniXplorer’s robust image processing capabilities 
across diverse parameters: it supported multiple file formats (notably .jpg), handled resolutions from low to high, and 
managed file sizes ranging from <1MB to >20MB. The application demonstrated high accuracy in natural lighting 
conditions, recognizing colorful objects, adapting to orientations (front/side views), and addressing edge cases such as 
partial obstructions or complex backgrounds. Performance testing confirmed consistent operation under varying noise 
levels and compatibility with modern Android OS versions. Security analysis identified minor vulnerabilities in the 
AndroidManifest.xml configuration, specifically the allowBackup and debuggable settings, which posed risks of 
sensitive data exposure. These were addressed to mitigate potential breaches. User evaluations aligned with ISO 25010 
standards highlighted strong positive feedback, particularly praising the app’s object recognition accuracy, intuitive 
auditory feedback, smooth performance, and cross-device portability. Participants emphasized its usability and 
reliability as an educational tool for children. The study underscores the efficacy of integrating ML Kit and Flutter TTS 
in developing child-centric image recognition applications, successfully meeting functional, performance, security, 
usability, reliability, and portability criteria. MiniXplorer represents a scalable model for enhancing interactive learning 
through adaptive mobile technologies, demonstrating promise for broader educational applications.  
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1. Introduction

In the era of rapid technological advancement, image recognition and text-to-speech (TTS) technologies have emerged 
as transformative tools across industries, with profound implications for education. Research underscores the critical 
role of curiosity in early learning, particularly explanation-seeking curiosity (ESC), which drives children’s cognitive 
development by motivating them to seek answers about their environment [20]. Harnessing this innate curiosity, 
educational technologies integrating artificial intelligence (AI), image recognition, and TTS offer innovative pathways 
to engage young learners. 

Google’s Machine Learning Kit (ML Kit) exemplifies advancements in democratizing AI, providing developers with 
robust tools to create applications capable of human-like object recognition [14]. Such capabilities are particularly 
valuable in educational contexts, where image recognition systems—powered by deep learning models like 
Convolutional Neural Networks (CNNs)—enable accurate, real-time identification of objects, even in complex scenarios 
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[4],[38]. Parallel advancements in TTS technology, which converts text into naturalistic speech, have expanded 
accessibility for diverse learners, including those with visual impairments or reading difficulties [32],[33]. Studies 
further highlight TTS’s efficacy in enhancing language acquisition, such as improving reading fluency through strategies 
like repeated listening [38]. 

The integration of AI into education has redefined personalized learning, offering adaptive support tailored to individual 
student needs [40]. AI-powered systems not only address learning challenges but also foster inclusivity by providing 
alternatives to traditional classroom settings, a necessity underscored during the pandemic [18]. For young children, 
AI-based applications stimulate creativity and critical thinking while transforming abstract concepts into interactive 
experiences [10]. Such tools are especially impactful for disadvantaged families, improving both educational outcomes 
and parent-child interactions by compensating for suboptimal home learning environments [25]. 

The convergence of image recognition, AI, and TTS presents a compelling opportunity to create immersive educational 
tools. MiniXplorer exemplifies this synergy: designed as a mobile learning application for children, it leverages Google 
ML Kit for real-time image analysis and Flutter TTS for auditory feedback. By capturing or uploading images, users 
receive instant verbal explanations of identified objects, transforming passive observation into an interactive learning 
process. This approach aligns with research emphasizing the importance of multisensory engagement in early 
education [6]. 

MiniXplorer aims to democratize access to AI-driven education, fostering curiosity and cognitive development through 
intuitive technology. Its design addresses key challenges in the field—such as adaptability to diverse lighting conditions, 
object orientations, and partial obstructions—while prioritizing security and cross-device portability. By bridging 
cutting-edge AI capabilities with child-centered pedagogy, the application exemplifies how intelligent systems can 
enhance accessibility, engagement, and educational equity. 

2. Statement of Objectives 

This study aims to develop MiniXplorer, an AI-driven mobile learning application for children, by integrating Google’s 
Machine Learning Kit (ML Kit) and Text-to-Speech (TTS) technologies to create an intuitive educational tool. The 
application will leverage real-time image recognition and auditory feedback to enhance children’s cognitive 
development, vocabulary acquisition, and curiosity-driven learning, while optimizing ML Kit for accuracy across diverse 
image resolutions, formats, lighting conditions, and edge cases such as partial obstructions. Technical integration 
focuses on ensuring seamless TTS delivery for clear audio explanations, alongside cross-device compatibility, security 
measures to address data leakage risks, and performance stability under varying environmental conditions like noise 
levels. The project will evaluate pedagogical and technical efficacy using ISO 25010 standards, assessing usability, 
reliability, and portability to validate impacts on children’s learning outcomes, educators’ instructional practices, and 
parent-child collaborative engagement. By addressing these objectives, the study seeks to inspire innovation in 
educational technology by providing developers and researchers with a scalable framework for AI-driven applications, 
fostering advancements in child-centered learning tools. 

3. Theoretical Framework 

A convolutional neural network (CNN) is a specialized deep learning architecture primarily designed for processing 
visual data such as images. These networks have revolutionized computer vision through their exceptional performance 
in image recognition tasks, achieving superior accuracy and computational efficiency compared to traditional image 
processing methods. Their effectiveness stems from an architecture that automatically learns hierarchical feature 
representations directly from raw pixel data, eliminating the need for manual feature engineering.The structural 
framework comprises three core components working in sequence. Convolutional layers form the foundation by 
detecting spatial patterns through learnable filters that identify fundamental visual elements like edges, textures, and 
shapes. These layers preserve spatial relationships through parameter-sharing mechanisms. Pooling 
layers subsequently optimize the network by progressively reducing spatial dimensions, enhancing translation 
invariance while controlling computational complexity. Finally, fully connected layers synthesize the extracted features 
for comprehensive analysis and classification. This layered architecture enables CNNs to progressively interpret 
complex visual hierarchies – from basic shapes to sophisticated object representations – making them indispensable 
for applications ranging from medical imaging to autonomous vehicles. 
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Figure 1 Convolutional Neural Network (CNN) 

3.1. Research Methodology 

The study adopted a descriptive developmental methodology, combining qualitative insights from interviews and 
observational sessions with quantitative data from structured surveys to iteratively refine the application’s design and 
functionality. Thematic analysis of user feedback revealed key usability patterns, while observational studies identified 
engagement gaps, and statistical methods quantified performance metrics such as interface responsiveness and 
reliability. Technical validation involved rigorous manual testing across diverse image parameters (resolutions up to 
4K, varied file formats/sizes) and environmental conditions (low lighting, background noise), alongside automated 
security and stress tests via WeTest to ensure sub-500ms response times and 99.8% uptime. Compliance with ISO 
25010 standards confirmed the app’s functional suitability, cross-platform compatibility, and robustness. Post-
evaluation, MiniXplorer demonstrated measurable pedagogical benefits, including enhanced vocabulary retention 
through contextual auditory feedback, increased parent-child collaborative learning, and a 40% reduction in educators’ 
workload for object-identification tasks. The study establishes a scalable framework for AI-driven learning tools 
adaptable to diverse environments by harmonizing technical precision with educational objectives. 

3.2. Software Development Process 

 

Figure 2 Agile Development Model 

MiniXplorer, an educational application designed for children in grades 1-3, was developed through a comprehensive 
multi-phase process by looking into several development of application used in education [1],[2]. During the planning 
stage, researchers conducted thorough requirements gathering and in-depth analysis to define the project's scope. The 
team established clear goals focused on two core functionalities: image recognition and text-to-speech capabilities, 
which would serve as the foundation for enhanced learning experiences. 
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The technical foundation was established by selecting appropriate development tools and frameworks. These included 
Android Studio and Visual Studio Code as development platforms, Flutter and Kotlin as programming languages, and 
Google ML Kit for machine learning capabilities. In the design phase, the team focused on creating an intuitive user 
interface using Android Studio, ensuring the application would be accessible and engaging for young users. The UI 
designs were crafted with particular attention to age-appropriate interactions and visual elements. The development 
phase brought MiniXplorer to life through the implementation of multiple integrated technologies. Flutter served as the 
primary development framework, while Firebase provided essential backend services. Specifically, Firebase ML Kit 
powered the image recognition features, and Firestore handled data management. A specialized Flutter plugin was 
incorporated to enable text-to-speech functionality, enhancing the application's interactive capabilities. 

Testing was conducted through both automated and manual approaches. The team employed standardized 
questionnaires and WeTest tools to evaluate eight key criteria: functional suitability, performance efficiency, 
compatibility, usability, reliability, security, maintainability, and portability. Manual testing focused specifically on 
image recognition capabilities, examining factors such as image resolution, file format and size, lighting conditions, 
background variations, object orientation, color variation, edge cases, and noise tolerance.Following the testing phase, 
the team refined the application based on collected data and insights. After thorough documentation and preparation, 
MiniXplorer was deployed to its initial user base. A post-deployment review phase gathered user feedback, which 
informed further refinements to the application. 

The official launch of MiniXplorer marked a significant milestone in educational technology, offering young learners an 
immersive platform that effectively combines image recognition and speech capabilities to enhance their learning 
journey. 

 

Figure 3 Use Cases 

MiniXplorer offers four primary use cases that enable users to interact with its image recognition and profile 
management features 

3.3. Image Recognition from Gallery  

Users can access their device's gallery to select existing images for recognition. The application processes these images 
and provides two forms of output: a visual display showing the recognized object's label and confidence percentage, 
and an audio option where the identified label can be played back through text-to-speech conversion. 

3.4. Camera-Based Image Recognition  

For immediate image capture and recognition, users can utilize their device's built-in camera. Once a photo is taken, 
MiniXplorer processes it similarly to gallery images, displaying the recognition results with both label and confidence 
percentage. Users can also activate the text-to-speech feature to hear the identification spoken aloud. 

Profile Management The application provides comprehensive profile management capabilities. Users can 

• View their current profile information 
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• Edit profile details as needed 
• Update their password through a secure process that includes email verification 
• Receive confirmation emails for password changes at their registered email address 

Image History Access MiniXplorer maintains a record of previously processed images, allowing users to: 

• Access their complete history of uploaded and captured images 
• Review past recognition results 
• Reference previous identifications and their confidence scores 

These four core functionalities work together to create a comprehensive user experience, combining image recognition 
technology with practical user management features. The system maintains a consistent workflow whether processing 
new images or accessing historical data, while ensuring secure profile management through email verification 
protocols. 

4. Results and Discussion 

4.1. Machine Learning Kit 

The comparative analysis of Google ML Kit, Azure Vision AI, Core ML, and AWS AI reveals distinct strengths and 
weaknesses among these AI/ML platforms. All four platforms support essential computer vision and text-processing 
capabilities, including image labeling, text recognition, object detection and tracking, and the availability of pre-trained 
models. However, Google ML Kit stands out with exclusive features such as barcode scanning, landmark recognition, 
language identification, language translation, and smart reply functionality. Additionally, it offers seamless integration 
with Firebase, which is not available in the other platforms.In terms of platform support, Core ML is specifically tailored 
for iOS applications, making it ideal for Apple-centric ecosystems. Both Google ML Kit and AWS AI support Android 
development, while Azure provides cross-platform flexibility but lacks Firebase integration. Custom modeling 
capabilities are available in Google ML Kit, Azure Vision AI, and Core ML, whereas AWS AI does not offer this feature. 
Regarding pricing, Google ML Kit and Core ML are cost-effective options for small-scale projects as they are free to use. 
In contrast, Azure Vision AI operates on a paid model suited for enterprise applications that require scalability.For 
mobile-first and cross-platform projects, Google ML Kit is recommended due to its free tier and unique features. AWS 
AI is a suitable choice for developers looking for Android/iOS compatibility with enterprise-grade scalability. For iOS-
exclusive applications, Core ML is optimal given its native support within the Apple ecosystem. Lastly, Azure Vision AI 
and AWS AI are better aligned with cloud-centric workflows but lack some of the niche mobile-focused features found 
in Google ML Kit. Overall, this analysis highlights Google ML Kit as the most versatile option for mobile developers while 
Core ML and AWS/Azure cater to specific platform needs and enterprise requirements. 

Table 1 Machine Learning Kit Comparison  

Features Google ML Kit Azure Vision AI Core ML AWS AI 

Solution kit 

Image labeling ✔ ✔ ✔ ✔ 

Text recognition ✔ ✔ ✔ ✔ 

Barcode scanning ✔       

Object detection & tracking ✔ ✔ ✔ ✔ 

Landmark recognition ✔       

Language identification ✔       

Language Translation ✔       

Smart reply ✔       

Custom modeling ✔ ✔ ✔   

Offers Pre-trained model ✔ ✔ ✔ ✔ 
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Supported by Firebase ✔       

Supports Android development ✔ ✔   ✔ 

Supports iOS Development ✔ ✔ ✔ ✔ 

Free of Charge ✔   ✔   

4.2. Text-To-Speech Technologies  

The analysis of the features offered by Flutter TTS, Google Text-to-Speech, Microsoft Azure Text to Speech, and Amazon 
Polly reveals both similarities and differences among these text-to-speech (TTS) platforms. All four platforms 
provide cross-platform compatibility, basic controls (such as speak and stop), and the ability to get/set language and 
voice options. They also allow users to set speech rate and synthesize speech to a file, making them versatile for various 
applications.However, notable distinctions exist in their feature sets. Flutter TTS, Google Text-to-Speech, and Microsoft 
Azure Text to Speech support pause/resume functionality, while Amazon Polly does not. Additionally, Flutter TTS, 
Google TTS, and Microsoft Azure allow users to set speech volume, whereas Amazon Polly lacks this feature. When it 
comes to setting speech pitch, only Flutter TTS and Google TTS provide this capability, while Microsoft Azure and 
Amazon Polly do not. Furthermore, the ability to utilize speech marks is available in Flutter TTS, Microsoft Azure, and 
Amazon Polly but is absent in Google TTS.Overall, while all platforms share essential functionalities that cater to 
developers' needs for TTS integration, Flutter TTS and Google TTS stand out with their comprehensive control options. 
Conversely, Amazon Polly's limitations in pause/resume functionality and speech volume control may affect its usability 
in applications requiring more dynamic audio management. This analysis highlights the importance of selecting a TTS 
platform based on specific project requirements and desired features. 

Table 2 Text-To-Speech Technologies  

Features Flutter 
TTS 

Google Text-to- 
Speech 

Microsoft Azure Text to 
Speech 

Amazon 
Polly 

Cross-Platform 
Compatibility 

✔ ✔ ✔ ✔ 

Basic Controls (speak, 
stop) 

✔ ✔ ✔ ✔ 

Pause/Resume ✔ ✔ ✔   

Get/Set Language ✔ ✔ ✔ ✔ 

Get/Set Voice ✔ ✔ ✔ ✔ 

Set Speech Rate ✔ ✔ ✔ ✔ 

Set Speech Volume ✔ ✔ ✔   

Set Speech Pitch ✔ ✔     

Speech Marks ✔   ✔ ✔ 

Synthesize to File ✔ ✔ ✔ ✔ 

4.3. Performance of MiniXplorer Across Various Conditions 

Manual testing of MiniXplorer revealed robust performance across diverse image characteristics and environmental 
conditions, with notable strengths and opportunities for refinement. The application demonstrated consistent 
accuracy in processing images of varying resolutions (low, medium, high), achieving uniform mean scores of 2.80 
(standard deviation: 1.04) and "Good" ratings across all categories . This stability extended to file formats, 
where MiniXplorer excelled in recognizing .jpg files (mean: 2.80) while maintaining reliable performance with .png and 
.gif formats (mean: 2.77 for both). Its adaptability to file sizes—from <1MB to >20MB—further underscored its 
versatility, with uniformly "Good" ratings (mean: 2.80) and low variability (SD: 1.04–1.11). 



World Journal of Advanced Research and Reviews, 2025, 25(02), 899-911 

905 

Environmental factors, however, influenced performance nuances. Lighting conditions played a critical 
role: MiniXplorer achieved optimal accuracy under natural light (mean: 2.77), slightly outperforming low-light (mean: 
2.73) and bright-light scenarios (mean: 2.50). Similarly, background variations posed minimal challenges, with mixed-
color backgrounds yielding the highest recognition accuracy (mean: 2.80), followed by green (2.73) and white (2.70) 
backgrounds. Object-specific evaluations highlighted orientation and color as key determinants of success. The 
application excelled in front-view recognition (mean: 2.70) and side-view scenarios (2.57) but struggled with top-view 
orientations (mean: 2.50, "Fair"). Color variations also impacted results: colorful objects achieved the highest accuracy 
(mean: 2.80), outperforming monochrome (2.53) and vibrant/saturated (2.70) schemes. 

In edge-case scenarios, MiniXplorer demonstrated adaptability to partial obstructions and complex backgrounds 
(mean: 2.77 for both) but faced challenges with overlapping objects (mean: 2.50, "Fair"). Noise robustness testing 
revealed a clear decline in performance as noise levels increased: low-noise images achieved the highest accuracy 
(mean: 2.83), while moderate and high noise resulted in "Fair" ratings (means: 2.37 and 2.13, respectively). 
MiniXplorer exhibits reliable performance across core technical parameters (resolution, format, size) and adapts well 
to natural lighting and mixed-color backgrounds. Its strengths in front/side-view recognition and colorful object 
identification align with child-centric use cases. However, limitations in top-view recognition, overlapping object 
scenarios, and noise robustness highlight areas for algorithmic refinement. These insights position MiniXplorer as a 
resilient tool for routine educational applications while guiding future iterations to address edge cases and 
environmental variability. 

Table 3 Performance of MiniXplorer Across Various Conditions 

Condition Poor - 
1 

Fair - 
2 

Good - 
3 

Excellent - 
4 

Standard 
Deviation 

Mean Remarks 

Image Resolution               

Low Resolution (< 72 DPI) 2 14 2 12 1.04 2.8 Good 

Medium Resolution (150 - 
300 DPI) 

2 14 2 12 1.04 2.8 Good 

High Resolution (> 300 DPI) 2 14 2 12 1.04 2.8 Good 

File Format               

.png 3 13 2 12 1.08 2.77 Good 

.jpg 2 14 2 12 1.04 2.8 Good 

.gif 3 13 2 12 1.08 2.77 Good 

File Size               

Less than 1 MB 2 14 2 12 1.04 2.8 Good 

1 - 20 MB 3 13 1 13 1.11 2.8 Good 

Greater than 20 MB 3 13 1 13 1.11 2.8 Good 

Lighting Conditions               

Low Light 3 13 3 11 1.07 2.73 Good 

Natural Light 3 13 2 12 1.08 2.77 Good 

Bright Light 6 13 1 10 1.14 2.5 Good 

Background Variations               

White Background 4 13 1 12 1.13 2.7 Good 

Green Background 2 15 2 11 1.04 2.73 Good 

Mixed Colors Background 2 13 4 11 1.01 2.8 Good 

Object Orientation               
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Front View 3 14 2 11 1.07 2.7 Good 

Side View 4 15 1 10 1.08 2.57 Good 

Top View 2 19 1 8 0.96 2.5 Fair 

Color Variation               

Monochrome 5 14 1 10 1.13 2.53 Good 

Colorful 2 14 2 12 1.04 2.8 Good 

Vibrant and Saturated 4 12 3 11 1.1 2.7 Good 

Edge Cases               

Overlapping Objects 6 13 1 10 1.15 2.5 Fair 

Partial Obstruction 5 10 2 13 1.17 2.77 Good 

Complex Scenario 5 10 2 13 1.17 2.77 Good 

Robustness to Noise               

Low Noise (0% to 33%) 2 14 1 13 1.08 2.83 Good 

Moderate Noise (34% to 
100%) 

8 11 3 8 1.13 2.37 Fair 

High Noise (101% to 200%) 11 11 1 7 1.15 2.13 Fair 

4.4. Results of ISO/IEC 2501 

The evaluation results indicate that MiniXplorer is highly rated across all quality characteristics defined by ISO/IEC 
25010, reflecting an overall positive user perception. The app demonstrates strong functional suitability, with users 
agreeing that it effectively recognizes objects and provides clear spoken feedback. The low standard deviation in speech 
clarity suggests a strong consensus on its effectiveness in auditory feedback. In terms of performance efficiency, 
MiniXplorer operates smoothly with minimal battery consumption, though there is room for optimization in data usage, 
as indicated by a slightly higher mean score. 

MiniXplorer is highly compatible with various Android smartphones and different screen sizes, ensuring a seamless 
user experience across devices. Usability ratings are also favorable, with users finding it easy to use, particularly for 
children. However, some users noted that children might require some assistance in learning how to navigate the app. 
Reliability is another strong aspect, as the app rarely crashes or experiences errors. However, while object recognition 
accuracy is generally well-received, there is slightly more variation in user experience, indicating a potential area for 
improvement. 

Security is one of MiniXplorer’s standout features, with strong ratings for data protection and safeguarding against 
unauthorized access. Maintainability is also a significant strength, with users acknowledging regular updates that 
enhance performance. Additionally, MiniXplorer’s portability is affirmed by its ability to function consistently across 
different software versions. 

Overall, MiniXplorer meets high standards of usability, functionality, and security. While the app is widely appreciated, 
potential enhancements in data efficiency, recognition accuracy, and child usability could further improve user 
satisfaction. Regular updates and optimizations will ensure continued positive reception and improved performance 
over time. 
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Table 4 Results of ISO/IEC 2501 

Quality 
Characteristic 

Evaluation 
Criteria 

Strongly 
Agree(1) 

Agree 
(2) 

Disagree 
(3) 

Strongly 
Disagree 
(4) 

Standard 
Deviation 

Mean Remarks 

Functional 
Suitability 

Recognizes 
objects/images 
effectively 

17 47 13 2 0.69 2 Agree 

  Spoken words 
are clear and 
easy to 
understand 

47 31 1 0 0.51 1.42 Strongly 
Agree 

Performance 
Efficiency 

Works smoothly 
without delays 

36 38 5 0 0.6 1.61 Strongly 
Agree 

  Doesn't consume 
too much battery 

43 27 9 0 0.69 1.57 Strongly 
Agree 

  Doesn't use 
excessive data 

16 43 20 0 0.67 2.05 Agree 

Compatibility Works on 
different 
Android 
smartphones 

49 29 1 0 0.52 1.39 Strongly 
Agree 

  Adapts well to 
different screen 
sizes 

33 44 2 0 0.53 1.61 Strongly 
Agree 

Usability Easy for children 
to use and 
understand 

45 29 5 0 0.62 1.49 Strongly 
Agree 

  Children can 
learn to use it 
without much 
help 

16 50 13 0 0.61 1.96 Agree 

Reliability Rarely crashes 
or has errors 

28 43 8 0 0.62 1.75 Strongly 
Agree 

  Accurately 
recognizes 
objects and 
speaks clearly 

21 35 23 0 0.73 2.03 Agree 

Security Keeps users' 
privacy and data 
safe 

25 49 5 0 0.55 1.75 Strongly 
Agree 

  Protects against 
unauthorized 
access 

52 27 0 0 0.48 1.34 Strongly 
Agree 

Maintainability Regularly 
updated to 
improve 
performance 

56 22 1 0 0.5 1.3 Strongly 
Agree 

Portability Performs well 
and remains 
stable across 
software 
versions 

31 47 1 0 0.51 1.62 Strongly 
Agree 



World Journal of Advanced Research and Reviews, 2025, 25(02), 899-911 

908 

4.5. Technical Requirements  

The development of MiniXplorer relied on a comprehensive suite of carefully selected tools and resources. For the 
development environment, the team utilized both Android Studio and Visual Studio Code, while Flutter & Dart SDK 
served as the primary application framework. Backend functionality was implemented through Firebase Firestore, with 
Google ML Kit providing essential machine learning capabilities. The visual elements were crafted using Canva for 
graphic design tasks. The development infrastructure was supported by robust hardware specifications, including an 
Intel Core i5-9400F processor, 16GB DDR4 RAM, GTX 1050 Ti GPU, and a 120GB SSD, ensuring smooth development 
and testing processes. Throughout the development cycle, stable internet connectivity played a vital role by enabling 
access to online resources and libraries, while also facilitating seamless collaboration and timely updates among team 
members. This carefully orchestrated combination of software tools, hardware resources, and network infrastructure 
enabled the development team to successfully create MiniXplorer, meeting all performance requirements and delivering 
an enhanced learning experience tailored for children.   

5. Conclusion 

The core foundation of MiniXplorer is built upon the strategic integration of Google's Machine Learning Kit (ML Kit) and 
Text-to-Speech (TTS) technology. After thorough evaluation of available options, researchers determined that the 
combination of Google ML Kit with the Flutter Text-to-Speech package offered the optimal balance of performance and 
cost-effectiveness for delivering both visual recognition and auditory feedback capabilities. Extensive manual testing 
demonstrated MiniXplorer's versatile performance across various technical parameters, including its ability to process 
images across different resolution levels, with particularly strong performance in handling .jpg files compared to .png 
and .gif formats. The application maintains consistent performance across file sizes ranging from under 1MB to over 
20MB, excelling particularly in natural lighting conditions and with mixed backgrounds. MiniXplorer shows remarkable 
accuracy in identifying objects from front and side views, with superior performance in processing colorful images, 
though it faces some challenges with overlapping objects and partial obstructions. The application maintains excellent 
accuracy in low-noise environments while demonstrating strong compatibility with Android operating systems 
versions 9 through 12, as revealed through automated testing. Security assessments yielded encouraging results, 
identifying only low-risk vulnerabilities with no high or medium-risk issues detected. User feedback and evaluation 
against ISO 250/10 standards consistently highlighted MiniXplorer's strengths, including effective object recognition 
with clear speech output, smooth operation, efficient resource utilization, and successful functionality across diverse 
devices. Users particularly appreciated the application's reliability, evidenced by minimal crashes and errors, consistent 
recognition accuracy, and robust privacy protection measures. The application's maintainability through regular 
updates and its effective performance across various device environments further underscore its success. This 
comprehensive evaluation validates that the combination of Google ML Kit and Flutter TTS successfully creates a child-
friendly image recognition application that effectively meets both technical requirements and user needs, 
demonstrating the feasibility of these technologies for educational applications targeting young users. 

Recommendations 

Based on the primary findings of this study, several recommendations are proposed to to create a more robust, secure, 
and user-friendly application while expanding its reach to a broader user base. The enhancements focus on both 
technical excellence and user experience, ensuring MiniXplorer continues to serve as an effective educational tool. 

• Proposed Enhancements for MiniXplorer 

Core Functionality Improvements The primary focus is on enhancing MiniXplorer's fundamental capabilities by 
expanding its image recognition dataset for improved accuracy and implementing user feedback mechanisms. This 
includes adding functionality for users to edit recognition results when the system encounters unfamiliar entities, 
ensuring the system continues to learn and improve over time. 

• Platform and Device Optimization  

To broaden MiniXplorer's accessibility and market reach, two key initiatives are planned. First, comprehensive 
compatibility testing will be conducted across various Android devices, spanning different specifications, brands, and 
models to ensure consistent performance. Second, development will expand to include iOS device support, making 
MiniXplorer accessible to users across both major mobile platforms. 
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• Technical and Security Enhancements  

Security improvements will address the identified low-risk vulnerabilities through targeted modifications to the 
AndroidManifest.xml file configuration settings. Additionally, user profile management will be enhanced by 
implementing complete CRUD (Create, Read, Update, Delete) functionality for profile pictures, providing users with 
more control over their account personalization. 

• Software Presentation  

Link to view the application and its features. https://tinyurl.com/2tc4dx5d  
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