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Abstract 

The wine quality will help the winemakers to make decisions during production such as adjusting fermentation 
techniques or blending ratios to improve the quality. This in turn helps them to make profit while the wine seekers buy 
a top quality product.  

The acidity calibre check project aims to develop a machine learning model to predict the acid quantity in wines based 
on various physicochemical features. The project involves data preprocessing, exploratory data analysis, feature 
selection, model training, and evaluation. To address the potential case of class imbalance in the dataset, SMOTE 
(Synthetic Minority Oversampling Technique) is applied to generate synthetic samples for the minority class, ensuring 
a balanced distribution of data. Machine learning algorithms, including linear regression, decision trees, random forests, 
and gradient boosting machines, are employed to build predictive models. The best-performing model achieves a high 
level of accuracy for the aid in the wine industry by providing objective quality assessments. The insights gained from 
this project can help winemakers in improving the overall quality of their products and making informed decisions 
during the production process.  

Keywords: Classification; Machine Learning; SMOTE (Synthetic Minority Over-sampling Technique); Random Forest; 
Gradient Boosting 

1. Introduction

Wine is more than just a beverage; it has the potential to reduce the risk of chronic diseases, especially heart diseases, 
due to its antioxidant properties. High-quality wine provides both health benefits and an enhanced sensory experience. 
Additionally, understanding the acid content in wine is crucial for winemakers to ensure customer satisfaction and 
maintain market standards.  

Identifying good-quality wine is challenging for both consumers and wineries. Traditional methods often rely on 
sensory evaluation or limited physicochemical analysis, which can lead to inconsistent results. Moreover, subjective 
biases in sensory evaluation make it difficult to establish a reliable standard for wine quality.  

The "Acidity Calibre in Wine Using Machine Learning" project aims to predict wine quality based on its chemical 
composition. The output is presented in simple, understandable categories such as "Very Poor," "Good," or "Excellent," 
making it accessible to both wineries and the general public. By automating the evaluation process, the project seeks to 
minimize human bias and improve the consistency of quality assessments.  

This project leverages advanced machine learning algorithms to analyze the complex relationships between 
physicochemical features of wine. Unlike earlier models, it explicitly considers feature dependencies and addresses 
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challenges like class imbalance using SMOTE (Synthetic Minority Over-sampling Technique). Additionally, it 
incorporates interpretable machine learning models that balance accuracy and explain-ability, ensuring trust in the 
predictions.  

This project can help the winemakers and quality control teams to maintain wine quality across various batches 
reducing the manual work, which takes a longer time, compared to using the predictive models, which are faster at 
calculating complex relationships between the features and quality of the wine.  

2. Related Work 

Recent studies on wine quality tests have shown the relationship between chemical composition, sensory perception 
and consumer preferences. The most significant discovery is that the phenol compounds(particularly flavonoid and 
anthocyanins) have a strong correlation with alcohol content in wine. And sensory analysis suggests that consumer 
perception of wine quality is affected by color intensity and aroma complexity. This study was given by Jackson, R S.  

More experiments were performed by Jackson which gave rise to approaches such as Procrustes Analysis, which was 
proposed to apply the individual biases in sensory evaluation allowing the tasters to describe in their own literature 
while adjusting the responses received during statistical analysis.  

Further research was performed to introspect the impact of microclimate and grape cultivation, especially to assess the 
wine quality, coming to a conclusion that environmental factors, namely - temperature, humidity and soil chemical 
composition, affect the wine’s phenol content and alcohol content influencing the quality of the wine. Consider a case 
where the wines produced from grapes, which are grown in cooler climates, tend to have a higher acid or mostly alcohol 
content and have more complex aromatic composition and structure making it affect the quality of the wine. Similarly 
consider a warmer region, where the sugar level of grapes is high influencing the wine quality. This study by Jackson 
made a conclusion and verified the relation between the roister and chemical composition which needs to be explored 
further.  

Recent experiments have been more advanced due to growing technology and evolution in analytic techniques, such as 
high-performance liquid chromatography(HPLC) and gas chromatography-mass spectrometer(GS-MS) have made it 
possible to be more precise while defining, profiling and testing wine quality. These methods have differentiated the 
high-quality and mass-produced wines by recognizing the key aspect components, that is, volatile and non-volatile 
compounds which are responsible for aroma, color and flavor. Researchers have been investigating the position of yeast 
strains in fermentation. Because of the presence of various yeast species and each having different life times, 
researchers believe this type of species can contribute to the quality of the wine affecting not only the acid content but 
also the sugar levels in wine.  

3. Existing System 

The prediction of wine quality using machine learning has been an area of research for several years. Early studies, such 
as Cortex . (2009), utilized simple regression models based on selected physicochemical features to predict wine quality. 
However, these models were limited due to their inability to capture the complex relationships between the features. 
The use of a few features in basic regression models did not consider feature interactions, which are crucial in 
determining wine quality.  

• Cortex. (2009): Focused on using regression models to predict wine quality. However, these models did not 
capture feature inter-dependencies and often overlooked the complex nature of wine’s chemical composition.  

• López et al. (2016): Demonstrated that more advanced models like Random Forests outperformed simpler 
regression models, suggesting that machine learning techniques could improve prediction accuracy by 
handling more complex relationships between features. However, these models still assumed that features 
were independent of each other, which was identified as a limitation in subsequent research.  

• Zupan and Gasteiger (1999): Highlighted the importance of feature interaction and dependencies, suggesting 
that models incorporating feature dependencies would perform better. This concept laid the groundwork for 
more sophisticated models that account for how features interact with each other.  

While random forests and support vector machines (SVM) improved predictive accuracy, the assumption of feature 
independence in many studies continued to limit model performance. The key gap identified in these studies was the 
inability to account for the inter-dependencies between features, which may significantly impact prediction accuracy. 
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This challenge has prompted researchers to explore more advanced methods that explicitly model the relationships 
between features.  

4. Proposed Model 

The proposed approach in this project advances the state of the art in wine quality prediction by addressing the 
limitations of existing models. Specifically, the model incorporates explicit feature dependencies, overcoming the 
assumption of feature independence that has hindered previous work.  

Key Features: Feature Dependencies, Class Imbalance Handling, Interpret-ability and Accuracy Balance. 

5. Architecture of the System 

The System Design section details how the wine quality prediction system is structured and operates. This phase of the 
project is crucial for ensuring the system is functional, efficient, and scalable. The design encompasses all aspects, 
including data flow, interaction between system components, and the overall architecture.  

 

Figure 1 System Architecture 

The system architecture is designed to facilitate seamless integration between the various stages of the wine quality 
prediction process. The architecture incorporates the following components:  

5.1. Data Preprocessing Module  

This module contains a basic data preprocessing pipeline, that is, handling missing values, transforming categorical 
features into target variables using LabelEncoder and normalizing the numerical features using StandardScaler. 
Further, this module also provides the exploratory data analysis functionality.  

5.2. Train-Test Split Module  

This module handles the train and test data split percentage and also takes care of imbalance in the dataset using 
SMOTE(Synthetic Minority Over-sampling TEchnique) evaluation.  

5.3. Model Training Module  

This module decides the model suitable for the training and classifying into proper classes using OneVsRestClassifier 
strategy for multi-class classification.  
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5.4. Model Evaluation Module  

This module is responsible for evaluating the trained models and selecting the required model that is accurate and 
precise by providing a classification report and visualizing confusion matrix for further validation.  

5.5. User Interface  

User interface is designed on a streamlit framework that loads the pre-trained machine learning model and asks the 
user to provide the chemical composition of the wine. Once it is asked to predict, the user is able to view the quality.  

6. Methodology 

The methodology for this project follows a structured process to predict wine quality using machine learning 
techniques. The imported libraries that are important in building a good machine learning model and to analyze the 
data is given by:  

 

Figure 2 Imported Libraries  

6.1. Data Collection  

The dataset contains 13 chemical properties of wine as features, along with corresponding quality labels. It is sourced 
from a publicly available dataset used for wine quality prediction. The data will be utilized to analyze the relationship 
between chemical composition and wine quality. This study aims to develop a predictive model for assessing wine 
quality based on its chemical attributes.  

6.2. Data Pre-processing  

Data Cleaning: This phase involves eliminating duplicate records and addressing outliers to improve data quality.  

• Handling Missing Data: If any values are missing in the dataset, appropriate imputation techniques are applied, 
such as using the median for numerical features to maintain data consistency. The data collected didn’t have 
any missing values  

• Feature Scaling: To prevent models from being influenced by varying feature magnitudes, features are either 
normalized or standardized. This helps machine learning algorithms perform efficiently and ensures fair 
comparisons between different attributes. The Data Preprocessing Module uses this functionality to normalize 
the numerical features  

Additionally, data cleaning enhances dataset reliability by removing inconsistencies, while feature scaling ensures that 
models do not assign undue importance to variables with larger numerical values. These steps collectively contribute 
to more accurate and stable model performance.  

6.3. Exploratory Data Analysis (EDA)  

Exploratory Data Analysis (EDA) is carried out to assess the dataset’s distribution, detect missing values, and explore 
relationships between features. The data preprocessing module performs EDA and observed that most features 
influencing the acidity of wine contain a significant number of outliers.  
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Since the dataset has a high prevalence of outliers across multiple features, relying on parametric models may not be 
appropriate. Instead, non-parametric models have been chosen as they make fewer assumptions about the data 
distribution and are more robust to outliers. This approach ensures better adaptability to the dataset’s characteristics, 
leading to more reliable predictions.  

The below figure shows the amount of outliers present in few of the features:  

 

 Figure 3 Box-Plot for detecting outliers 

6.4. Model Selection  

Various machine learning models, including Random Forest, Gradient Boosting, etc.., are evaluated for their accuracy. 
Feature dependencies are carefully analyzed to enhance model performance.  

Models such as Random Forest and Gradient Boosting are utilized for training, as they are well-suited for handling large 
and complex datasets. These models are designed to capture the relationships between chemical features and wine 
quality effectively.  

To ensure optimal predictions, the models leverage feature interactions and adapt to the underlying data patterns. This 
approach helps in improving classification accuracy and making the predictions more reliable.  

The machine learning algorithms used in the Model Training Module are - Random Forest, AdaBoost, Gradient Boost, 
Decision Tree and XGBoost  

6.5. Model Training  

Hyper parameter Tuning: Model performance is optimized by fine-tuning hyper parameters, such as the number of trees 
in a Random Forest or the learning rate in Gradient Boosting. Methods like cross-validation and grid search help identify 
the best parameter values.  
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Figure 4 Defining Hyperparameters  

Fine-tuning ensures that the model generalizes well to new data while preventing underfitting or overfitting. Cross-
validation assesses performance across multiple subsets, while grid search systematically tests different parameter 
combinations to find the optimal settings. 

6.6. Model Evaluation  

• Performance Metrics: Once training is complete, the models are assessed using standard evaluation metrics 
like accuracy, precision, recall, and F1-score. These metrics provide insights into the model’s reliability, 
especially in handling class imbalances in the target variable, such as wine quality.  

• Confusion Matrix: This matrix offers a detailed analysis of the model’s predictions by comparing them to 
actual outcomes across different classes (e.g., Good, Excellent). It helps identify misclassifications and 
evaluates how effectively the model differentiates between various quality levels.  

In simpler terms, performance metrics measure overall accuracy, while the confusion matrix highlights specific errors 
and successes in classification. Together, they provide a comprehensive assessment of the model’s effectiveness.  

After thorough evaluation and validation, Random Forest was selected as the final machine learning model, as it 
demonstrated strong performance in predicting the quality and acidity content of wine.  

This choice was made because Random Forest is robust to outliers, reduces overfitting through ensemble learning, and 
effectively handles complex relationships between features, making it well-suited for this task.  

The classification report and confusion matrix visualized in heatmap is given as below:  

 

Figure 5 Classification Report 
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Figure 6 Confusion Matrix 

7. Results and Discussion 

 

Figure 7 Deployed Output 

8. Conclusion 

The Wine Quality Prediction System developed in this project successfully utilizes machine learning algorithms to 
predict the quality of wines based on their chemical properties. The system is designed to provide a simple and accurate 
classification of wines into different quality categories such as "Very Poor", "Poor", "Average", "Good", "Very Good", and 
"Excellent."  
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Key outcomes from this project include:  

• Effective Use of Chemical Properties: By using 11 chemical features like Alcohol, Volatile Acidity, Citric Acid, 
and others, the model was able to capture the underlying patterns and predict wine quality with reasonable 
accuracy.  

• Model Performance: Various machine learning algorithms, including Random Forest and Gradient Boosting, 
were evaluated and found to perform well in terms of classification accuracy. Precision, Recall, F1-score, and 
Confusion Matrix helped assess the model's effectiveness, ensuring balanced classification performance.  

• Data Imbalance Handling: A significant class imbalance was observed in the wine quality dataset, with certain 
quality categories underrepresented. The SMOTE (Synthetic Minority Over-sampling Technique) was used to 
handle this imbalance, ensuring that the model could effectively learn from all quality classes.  

• User-Friendly Interface: By integrating Streamlit, the system provides an intuitive and interactive interface that 
allows both winemakers and common users to predict wine quality based on chemical attributes. This enhances 
its accessibility and usability.  

• Exploratory Data Analysis (EDA): Through EDA, we identified key insights about the relationships between 
different chemical features and wine quality. This helped inform feature selection and further improved model 
performance.  
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