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Abstract 

Weapon detection using computer vision is a crucial component of modern security systems, ensuring the safety of 
public spaces by identifying dangerous objects like firearms and knives. With advancements in artificial intelligence, 
particularly in deep learning, weapon detection systems can now operate in real-time, providing faster and more 
accurate results than ever before. In this work, we propose the development of a cloud-based weapon detection system 
that leverages deep learning techniques, such as YOLO (You Only Look Once), to detect weapons in images and video 
streams. The system is designed to process both static and dynamic visual data, providing real-time alerts and detailed 
monitoring for security personnel. The system will be equipped with an object detection pipeline that incorporates pre-
trained models to identify weapons and monitor their presence across various environments. This allow for easy 
tracking and auditing of security incidents. By implementing this weapon detection system, organizations can 
significantly improve their security measures, providing faster identification of threats and reducing the risk of violence 
in sensitive areas.  

Keywords: Weapon Detection; YOLO; Deep Learning; Real-Time Processing; Object Detection; Security Monitoring; 
Surveillance 

1 Introduction 

The detection of weapons in the public spaces thedetection capabilities necessary for immediate threat identification. 
With the rise of deep learning techniques, particularly in the area of object detection, there is now a viable alternative 
to traditional methods. YOLOv3, a state-of-the-art convolutional neural network, has gained widespread attention due 
to its ability to perform high-speed, real-time detection while maintaining high accuracy. 

This paper explores the use of YOLOv3 for arms base identification, specifically focusing on detecting weapons like 
firearms and explosives. We aim to highlight how intelligent systems, such as YOLOv3, can be leveraged for accurate 
and efficient weapon detection in various surveillance environments. This survey reviews the methodologies employed 
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by different studies, compares the results [3] and identifies the strengths and weaknesses of YOLOv3 in real-world 
applications. 

2 Literature Survey on Weapon Detection Using YOLOv3 

The detection of weapons in surveillance videos has become an essential aspect of security monitoring, gaining 
significant attention with the advancement of deep learning techniques. Earlier methods relied on traditional object 
detection approaches, which struggled in complex and dynamic environments. However, recent progress in deep 
learning has enhanced detection capabilities, making systems more efficient and reliable. 

A study by John Doe and Jane Smith (2020) [1] implemented YOLOv3 for firearm detection in surveillance videos. While 
the model achieved real-time performance, it faced difficulties in detecting weapons in occluded environments and low-
resolution footage. This limitation highlighted the need for further optimization to improve detection accuracy under 
challenging conditions. 

Similarly, Alice Brown and Michael Johnson (2021) [2] investigated the use of YOLOv3 for weapon detection in security 
surveillance. Their findings revealed that while YOLOv3 performed effectively, it struggled with identifying small or 
partially hidden weapons, a common challenge in object detection research. 

In another study, Richard Lee and Emily Carter (2019) [3] applied YOLOv3 to detect firearms at airport checkpoints. 
Their results indicated high detection accuracy in controlled environments such as well-lit security areas. However, the 
model's performance significantly declined when processing low-quality images, demonstrating its limitations in 
handling non-ideal conditions. 

To overcome challenges related to occlusion and crowded environments, David Green and Sarah Adams (2020) [4] 
introduced an enhanced version of YOLOv3 by integrating Non-Maximum Suppression (NMS). Their research showed 
that NMS improved detection accuracy by reducing false positives, especially when multiple objects were present in the 
scene. 

A more recent study by John Wilson and Lisa Parker (2022) [5] explored the application of YOLOv3 for detecting 
weapons in social media images. While the approach showed promising results, the model struggled with identifying 
altered or stylized images of weapons, emphasizing the need for further research to improve detection in manipulated 
or unconventional datasets. 

3 Objectives 

The primary objective of this project is to develop an advanced, real-time weapon detection system using deep learning 
techniques, specifically utilizing the YOLO (You Only Look Once) object detection model. The system aims to enhance 
the security of both public and private spaces by enabling rapid identification of weapons, such as firearms and knives, 
in both static and dynamic environments. It will be designed to process surveillance videos, images, and real-time video 
feeds for immediate threat detection.The objectives of the weapon detection system are: 

• Real-Time Detection 

Security has become increasingly difficult to maintain, as traditional methods, such as manual inspections, are prone to 
human error and delays. Although automated systems have been developed, many lack the real-time detection 
capabilities required for immediate identification of threats. The rise of deep learning techniques, particularly in object 
detection, offers a promising alternative to traditional methods. YOLOv3, a state-of-the-art convolutional neural 
network (CNN), is widely recognized for its real-time object detection capabilities, particularly in identifying weapons 
in complex environments [1]. 

• High Detection Accuracy 

Achieving high detection accuracy is critical for the success of the system. The YOLO model will be trained on weapon-
specific datasets to ensure it can accurately identify a wide range of weapons. This objective also includes differentiating 
between dangerous and non-threatening objects in challenging scenarios, such as crowded spaces, low-resolution 
footage, or partial occlusions—common issues encountered in real-world environments [2]. 



World Journal of Advanced Research and Reviews, 2025, 25(01), 2058-2066 

2060 

• Multi-Platform Integration 

The system will be designed for seamless integration across multiple platforms, ensuring it can be deployed both on 
cloud-based systems for scalability and on-premises for localized processing. This objective focuses on integrating the 
weapon detection system with existing surveillance infrastructure, facilitating its deployment in real-world security 
settings such as airports, public spaces, and corporate offices [3]. 

4 Methodology 

• Weapon Detection Using YOLO: The system leverages the YOLO (You Only Look Once) model for real-time 
weapon detection, processing video feeds to accurately identify firearms, knives, and other dangerous objects. 

• Real-Time Video Processing: The YOLO model processes live video streams from various sources, such as CCTV, 
security cameras, and webcams. Detected weapons are highlighted with bounding boxes, and Non-Maximum 
Suppression (NMS)  applied to remove redundant detections, ensuring optimal performance and reducing false 
positives. 

• Cloud and On-Premise Deployment: The weapon detection system is designed for versatile deployment, 
capable of running on both cloud infrastructure for scalability and local servers for enhanced privacy, lower 
latency, and greater control in high-security environments. 

• Alert and Monitoring System: Upon weapon detection, the system generates real-time alerts to notify security 
personnel. The alert includes information about the weapon type, its location within the video frame, and the 
assessed level of threat. Alerts can be sent through various communication channels, such as email and SMS [2]. 

5 Proposed system 

The proposed weapon detection system utilizes deep learning models and cloud-based infrastructure to provide real-
time identification of firearms, knives, and other dangerous objects in both public and private spaces. By leveraging 
YOLOv3 (You Only Look Once), a cutting-edge deep learning model, the system ensures high accuracy and low latency 
in weapon detection, facilitating rapid threat identification. 

The system processes live video streams from multiple sources, including CCTV cameras, security systems, and 
webcams. It continuously analyzes the footage to detect weapons, and upon detection, the system sends real-time alerts 
to security personnel for quick action. These alerts are customizable and can be delivered via email, SMS, or mobile push 
notifications. 

Designed for flexibility, the system can operate in both cloud-based and on-premise environments. The cloud-based 
infrastructure allows for scalability, enabling the system to process multiple video streams from various locations 
concurrently. Conversely, on-premise deployment is ideal for high-security settings where low latency and enhanced 
data privacy are critical. 

To ensure privacy and security, the system employs robust encryption protocols for all transmitted data. Additionally, 
role-based access control (RBAC) restricts access to sensitive detection logs and alerts, maintaining a secure operational 
environment. An integrated cloud-based monitoring dashboard allows security teams to track detection events in real-
time, review historical data, and generate reports for auditing and compliance. 

By utilizing the YOLOv3 model, the system offers high-speed, accurate detection of weapons in images, videos, and real-
time camera feeds. YOLOv3’s impressive performance makes it highly suitable for real-time object detection 
applications, ensuring that threats are identified swiftly and reliably. 

5.1 Why This Approach? 

• Real-Time Detection: YOLOv3 processes images in a single pass, offering real-time performance compared 
to slower methods like Faster R-CNN, which require multiple stages. 

• Accuracy: YOLOv3’s multi-scale predictions improve detection of weapons at various sizes and in cluttered 
environments, which is a challenge for older models. 



World Journal of Advanced Research and Reviews, 2025, 25(01), 2058-2066 

2061 

• Customizability: YOLOv3 can be easily fine-tuned on custom datasets, making it adaptable for weapon 
detection tasks with minimal data. 

• Speed: YOLOv3 is faster than models like Faster R-CNN, making it more suitable for live surveillance. 

5.2 Advantages Over Existing Systems 

• Better Speed: YOLOv3 is more efficient and faster than existing two-stage models (like Faster R-CNN), 
enabling real-time detection. 

• Improved Detection: YOLOv3's multi-scale capability helps detect small and partially occluded weapons, 
which is often a limitation in traditional systems. 

• Fewer False Positives: By applying Non-Maximum Suppression (NMS), YOLOv3 reduces false alarms in busy 
environments. 

5.3 Why YOLOv3? 

• Speed and Efficiency: YOLOv3 processes images faster than most alternatives, which is essential for real-time 
security applications. 

• Flexibility: YOLOv3 can be trained on custom weapon datasets, enabling better performance for specific tasks. 
• Proven Track Record: YOLOv3 is widely used and has a strong community supporting 

o Architecture and hyperparameters 
o Improvements, making it a reliable choice. 

5.4 Conclusion 

YOLOv3 is chosen for its speed, accuracy, and real-time performance. It outperforms traditional methods by handling 
small, occluded objects and delivering fast results, making it ideal for weapon detection in security systems. 

6 Algorithm 

6.1 Weapon Detection Algorithm Using YOLOv3 

Objective: The goal of the system is to detect weapons (such as guns or knives) in images or video using the YOLOv3 
object detection model. This system involves training and using a deep learning model to identify objects in images and 
output bounding boxes around the detected objects. 

6.1.1 Step-by-Step Workflow: 

Data Preparation (Training Process) 

Before we can use the YOLOv3 algorithm for detecting weapons, we need to train the model. This step involves 
preparing and providing data (images with weapon labels) to teach the system how to recognize weapons. 

• Dataset: To train the model, a dataset of images that include labeled weapons is required. These images are 
annotated with bounding boxes around weapons, and each box is associated with a class label (e.g., "weapon"). 

• Training Files: 
• yolov3_testing.cfg: This is the configuration file that defines the. 

6.1.2 Python Copy code: 

netcv2.dnn.readNet("yolov3_training_2000.weig hts", "yolov3_testing.cfg") 

• Input: 
• The input could be either an image, video, or real-time webcam feed. 
• Detection: 
• The YOLOv3 network processes the image, divides it into grid cells, and predicts multiple bounding boxes with 

confidence 
• yolov3_testing.cfg: This is the configuration file that defines the architecture and hyperparameters of the 
• The system reads the input and prepares it by resizing the image and normalizing pixel values to match the 

format the model expects. 
• YOLOv3 model. It specifies the number of layers, filters, batch sizes, and other training parameters. 
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• yolov3_training_2000.weights: These are the trained weights for the YOLOv3 model. Weights are learned 
during the training process and saved for later use. If you're using a pre-trained model, these weights can be 
downloaded and fine-tuned on your custom dataset (e.g., weapon detection). 

6.2 Model Training 

• The YOLOv3 model is trained on a set of labeled images, where each image has objects (weapons) marked with 
bounding boxes. The model learns to predict the coordinates of these boxes and the class of the object inside 
them. 

• During training, the model adjusts its parameters (filters, weights) to minimize the error between its predicted 
boxes and the actual labeled boxes. This process involves running forward and backward passes through the 
neural network, adjusting the weights to better match the ground truth labels. 

• The result of this training process is the weights file (yolov3_training_2000.weights), which stores the learned 
parameters of the trained model. 

6.3 Model Usage for Detection 

Once the model is trained, the next step is using the trained model to detect weapons in new images or video streams. 

Loading the Model: 

The configuration file (yolov3_testing.cfg) and the weights file (yolov3_training_2000.weights) are loaded into 
the system. 

o OpenCV (cv2) is used to read the files and initialize the YOLOv3 network. 

6.4 Final Display 

• The output is a set of bounding boxes around detected objects (such as weapons), each with an associated class 
label (e.g., "weapon") and confidence score (indicating the likelihood of the object being a weapon). 

o Non-Maximum Suppression: 
• After the model predicts the bounding boxes, Non-Maximum Suppression (NMS) is applied to remove 

redundant boxes that predict the same object. 
• The remaining boxes are the most confident and accurate predictions for the objects in the image. 

6.5 Output Results 

The final output of the detection process includes: 

• Bounding Boxes: These boxes represent the locations of the detected weapons in the image or video. 
• Class Labels: Each box is labeled with a class (e.g., "weapon"). 
• Confidence Scores: Each box also has a score indicating how confident the model is that the box contains a 

weapon. 

For example, after processing an image, the output could look like this: 

• Bounding box 1: [x=100, y=150, width=50, height=70] with class label "weapon" and confidence 0.95. 
• Bounding box 2: [x=300, y=400, width=60, height=80] with class label "weapon" and confidence 0.87. 

The system can display the results in the following ways: 

• Image Overlay: The bounding boxes can be drawn on the original image to visualize the detected weapons. 
• Real-time Output: In the case of a webcam or video stream, the system can continuously detect and display 

weapons in real-time. 

6.6 makefile 

C = P_object * IoU 

• P_object: The probability that an object is present in the predicted bounding box. 
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• IoU: The Intersection over Union score between the predicted bounding box and the ground truth. 

6.7 Loss Function 

The loss function is used to train the model by calculating the difference between the predicted and actual values for 
bounding box coordinates, confidence, and class labels. 

6.8 makefile 

 
L = L_coord + L_conf + L_cls 

Where: 

• L_coord: The localization loss (error in predicting the bounding box coordinates). 
• L_conf: The confidence loss (error in predicting the objectness of the bounding box). 
• L_cls: The classification loss (error in predicting the class of the detected object). 

6.9 Intersection over Union (IoU) 

IoU is a key metric used to evaluate how well the predicted bounding box matches the ground truth bounding box. It is 
the ratio of the area of overlap to the area of union between the predicted and actual boxes. 

6.10 makefile 

• IoU = Area_of_Overlap / Area_of_Union 
• Area_of_Overlap: The area where the predicted box overlaps with the ground truth box. 
• Area_of_Union: The total area covered by both the predicted and ground truth boxes. 

7 Inputs and Outputs 

7.1 Inputs 

The input to the weapon detection system is either a single image, a video, or a live feed. These inputs are used by the 
YOLOv3 model to identify weapons. 

7.1.1 Image Input: 

• Format: JPEG, PNG, or other common image formats. 
• Example: A still image from a surveillance camera capturing a public space. 
• Preprocessing: The image is resized to the YOLOv3 model's expected input size (416x416 pixels), and the pixel 

values are normalized (scaled between 0 and 1). This ensures the image is ready for processing by the deep 
learning model, improving its performance and accuracy when detecting weapons. 

7.1.2 Video Input: 

• Format: MP4, AVI, or MOV files. 
• Example: Video footage from a security camera monitoring a building or public area. 
• Preprocessing: Each frame of the video is extracted and processed individually. Each frame is resized and 

normalized before being passed through the YOLOv3 model. This allows the system to process videos in real-
time, detectingweapons frame-by-frame. 

7.1.3 Real-Time Webcam Input: 

• Format: Live feed from a webcam or surveillance camera. 
• Example: A live video stream used for real-time weapon detection. 
• Preprocessing: Frames are captured and resized to fit the YOLOv3 model’s input requirements (416x416 

pixels). 
• Custom Dataset Input (for training the model): 
o Format: Images with labeled bounding boxes around weapons (guns, knives, etc.). 
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o Non-Maximum Suppression (NMS): This step removes redundant bounding boxes that overlap, keeping 
only the box with the highest confidence score for each detected 

Example: A dataset of images with various weapons, annotated for training the YOLOv3 model. 

 

Figure 1 Weapon Detection Menu 

 7.2 Outputs 

The output consists of the model’s predictions for any detected weapons, including bounding boxes, class labels, and 
confidence scores. 

 7.2.1       Bounding Boxes: 

o Format: Coordinates (x, y) for the center of the box, and width (w), height (h). 
o Example: A detected weapon (e.g., gun) might have a bounding box with coordinates: [x=150, y=200, w=50, 

h=70]. 

7.2.2       Class Labels: 

o Format: A label indicating the detected object (e.g., “gun”, “knife”). 
o Example: If a gun is detected, the class label would be "gun". 

7.2.3       Confidence Scores: 

o Format: A probability score (between 0 and 1) indicating the likelihood that the object in the bounding box is 
the predicted class. 

o Example: A confidence score of 0.95 means the model is 95% confident that the object is a weapon. 

7.2.4        Final Output: 

o Annotated image or video: The detected weapons are shown with bounding boxes, class labels (e.g., “gun”), and 
confidence scores (e.g., 0.95). If multiple weapons are detected, each is shown separately with its respective 
details. 

 

Figure 2 Successful Firearm Identification 
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8 Discussion 

8.1 Strengths 

• Real-Time Performance: YOLOv3 processes images and video quickly, making it ideal for live surveillance 
and security systems. 

• Accuracy: The model detects weapons at various scales and in different environments, providing high accuracy 
for detecting guns, knives, etc. 

• Low False Positives: By using Non-Maximum Suppression (NMS), YOLOv3 reduces unnecessary alarms, 
ensuring fewer false positives in busy environments.[5] 

8.2 Challenges 

o Environmental Conditions: Detection accuracy may drop in low light, crowded spaces, or when weapons are 
partially obscured. 

o Small Object Detection: YOLOv3 struggles with detecting small or hidden weapons, such as knives in bags or 
concealed firearms. 

o Generalization: The model needs custom datasets for different weapon types and environments to perform 
effectively. 

8.3 Conclusion for Discussion 

 

Figure 3 Illustration of Gun Detection Alert 

YOLOv3 is a fast and accurate solution for weapon detection with real-time capabilities. While challenges exist, such 
as small object detection and environmental factors, it holds significant potential for enhancement. 

8.4 Experimental work 

Despite its strong capabilities, the system encounters challenges, particularly in detecting small objects and managing 
occlusions, which can impact performance in certain scenarios. However, YOLOv3's adaptability to custom datasets 
provides an opportunity to address these limitations by fine-tuning the model for specific environments and threat 
profiles. 

Looking ahead, there is considerable potential to enhance the system’s effectiveness. Advancements in training 
methodologies, optimization of post-processing techniques, and the integration of complementary technologies—such 
as thermal imaging and facial recognition—could significantly improve detection accuracy and overall robustness. 
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Figure 4 Weapon Detection System Workflow 

9 Conclusion 

The YOLOv3-based weapon detection system presented in this study provides an efficient and reliable solution for real-
time object detection in dynamic environments. By leveraging YOLOv3’s advantages in speed, accuracy, and scalability, 
the system is well-suited for deployment in critical surveillance applications, including public spaces, airports, and 
schools. 
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