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Abstract 

In today’s digital landscape, deceptive design patterns—such as fake urgency messages, misleading buttons, and 
disguised advertisements—are increasingly used to manipulate user behavior on websites. This project, titled 
“Deceptive Behavior Analysis Using Deep Learning,” presents an automated solution to detect such deceptive elements. 
It uses a Chrome extension to capture webpage screenshots and DOM content, which is then processed by a Flask 
backend. Text is extracted using the EAST deep learning model, vectorized using TF-IDF, and analyzed using two 
machine learning classifiers: Bernoulli Naive Bayes to detect the presence of deception, and Multinomial Naive Bayes to 
categorize the type of deceptive pattern. The results are stored in Excel and CSV for analysis. This system offers a 
scalable, real-time approach to identifying deceptive behaviors on websites and enhancing user protection.  

Keywords:  Deceptive Patterns; Deep Learning; East Text Detection; Machine Learning Classifiers; Chrome Extension; 
Real-Time Analysis 

1. Introduction

In today's digital age, users are frequently exposed to deceptive design practices—commonly known as "dark 
patterns"—across websites and applications. These patterns are intentionally crafted interfaces that manipulate users 
into actions they may not have intended, such as subscribing to services, revealing personal information, or making 
unintentional purchases. The rise of such manipulative strategies poses serious ethical concerns and has prompted the 
need for automated detection systems that can assist in safeguarding user interests. 

Traditional methods for identifying deceptive patterns often rely on manual auditing or rule-based systems, which are 
not scalable and cannot adapt to the rapidly evolving nature of web interfaces. These techniques also fail to analyze both 
textual and visual cues that play a major role in influencing user behavior. Therefore, there is a growing demand for 
intelligent systems that can automatically identify and classify deceptive elements by examining content from both 
image and DOM (Document Object Model) perspectives. 

This project proposes a hybrid intelligent framework that uses Deep Learning and Machine Learning techniques to 
detect deceptive behavior on websites in real time. We leverage the EAST (Efficient and Accurate Scene Text Detector) 
model to extract text from captured website screenshots, while textual patterns extracted from the DOM are analyzed 
using trained Naive Bayes classifiers. The solution is integrated into a Chrome Extension, which allows users to scan 
any webpage with a single click and receive instant feedback on potential deceptive content. 

The system is adaptable and scalable—new types of deceptive patterns can be incorporated through retraining with 
updated datasets. It also logs the captured data (image, DOM, prediction) into CSV and Excel files for future analysis or 
audit. By automating the detection process and supporting real-time interaction, this project provides an effective, user-
friendly solution to address the growing concern of deceptive design practices on the internet. 
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Beyond mere detection, the project also aims to categorize the type of deceptive behavior identified—such as hidden 
costs, forced continuity, or misleading navigation—offering users a clear explanation of why a specific pattern is 
considered deceptive. This classification is done using a separate machine learning model trained on labeled pattern 
strings from a curated dataset. By not only flagging suspicious elements but also providing context, the system enhances 
transparency and empowers users to make more informed decisions while browsing online platforms. 

2. Literature review 

Over the past decade, deceptive design patterns—also known as dark patterns—have gained attention due to their 
manipulative impact on user behavior. Initial studies highlighted how web interfaces can nudge users into unintended 
actions like subscriptions or data sharing. Brignull (2010) was one of the first to coin the term “dark patterns,” 
categorizing them based on user deception tactics. Since then, multiple researchers have worked to catalog and expose 
these techniques, with efforts such as the Dark Patterns Tip Line and user studies indicating the psychological and 
ethical concerns associated with such manipulative designs. 

In the field of automated detection, early approaches focused on rule-based systems and manual annotations, which 
lacked scalability and adaptability. More recent research introduced machine learning (ML) techniques for identifying 
deceptive language patterns within website text. Natural Language Processing (NLP) methods, including TF-IDF and 
various classifiers like SVM and Naive Bayes, have shown promise in detecting manipulative intent. However, these 
models often failed to consider visual cues such as misleading buttons or hidden opt-outs, leaving a gap in truly holistic 
detection. 

To address these limitations, recent studies have explored deep learning models for visual analysis, particularly the use 
of the EAST (Efficient and Accurate Scene Text Detector) model for extracting text from images. These advances enable 
systems to analyze both textual content and visual interface elements simultaneously. Our project builds on this 
foundation by combining EAST for visual detection with ML classifiers trained on a labeled dataset of deceptive patterns. 
The integration of real-time browser interaction via a Chrome extension further enhances usability and brings the 
detection system closer to practical, real-world application. 

3. Existing system  

The current systems designed to detect deceptive patterns on websites are primarily manual or rule-based. These 
approaches rely heavily on human inspection or static rule-checkers to identify misleading UI elements, such as hidden 
checkboxes or confusing language. Tools like browser plug-ins and user reporting platforms (e.g., Dark Patterns Tip 
Line) help raise awareness but do not offer real-time automated solutions. Moreover, these methods typically focus only 
on textual content or user behavior logs, ignoring the visual layout and structural design of the interface, which are 
crucial in understanding how users are manipulated. 

Additionally, most existing systems do not leverage deep learning or any advanced computer vision techniques to 
analyze the visual structure of web pages. They primarily focus on static textual analysis and fail to understand design 
elements like buttons, forms, overlays, or misleading colors that are meant to deceive users. This results in a major gap 
where subtle manipulations in modern interfaces remain undetected, leaving users unprotected and unaware. 

4. Proposed system 

The proposed model aims to automate the detection of deceptive design patterns (often called dark patterns) on 
websites by analyzing both the visual elements and the underlying DOM (Document Object Model) content of a web 
page. A browser extension is developed to capture a screenshot of the current webpage and extract textual content from 
the DOM. This data is then sent to a Flask-based API for further analysis. This allows the system to evaluate both how 
the content appears visually and what it semantically conveys, improving the chances of accurately identifying 
deceptive intent. 

On the backend, the text from the DOM is processed using text vectorization techniques such as TF-IDF to convert it into 
a numerical format suitable for machine learning models. The project uses two different classifiers: one to detect the 
presence of deceptive behavior and another to categorize the type of deceptive pattern. Text extracted from the image 
using the EAST text detector is also considered for improved accuracy, allowing the model to see what users see — even 
if certain content is not in the raw HTML. The use of classification algorithms (excluding deep learning) ensures the 
system remains lightweight and explainable. 
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In addition to detection, the system stores every user interaction and prediction in both Excel and CSV formats for 
future analysis and model improvement. This helps create a growing dataset of deceptive and non-deceptive patterns. 
The  

proposed model thus creates a semi-automated framework that not only identifies deceptive content in real-time but 
also builds a foundation for scalable future development. By combining image processing, NLP, and traditional machine 
learning, the system addresses current limitations while remaining accessible and transparent. 

5. Methodology 

The methodology outlines the structured approach adopted in designing, developing, and implementing the Deceptive 
Behavior Analysis using Deep Learning project. The goal of this project is to detect deceptive behaviors by analyzing 
multimodal data, including facial expressions and audio cues, using advanced deep learning techniques. The 
methodology focuses on efficient data preprocessing, feature extraction, and classification to identify whether an 
individual is behaving truthfully or deceptively. 

 

Figure 1 Methodology  

5.1. System Architecture 

The system follows a layered architecture where a browser extension captures user interactions and screenshots, 
sending them to a Flask backend. The backend preprocesses the data using tools like OpenCV and text vectorizers, then 
uses the EAST model for text recognition. Bernoulli and Multinomial Naive Bayes classifiers analyze behavioral and 
textual data. The results are then stored in local storage or a database, allowing for real-time predictions and activity 
logging. 

 

Figure 2 System Architecture 
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5.1.1.  Input Acquisition Layer: 

• This is the entry point of the system where users provide through browser extension.  
• It Captures screenshots of the current web page, Tracks user interactions (clicks, scrolls, inputs, time spent, 

etc.)  and sends the collected data (images + behavior) to the backend API. 

5.1.2. Preprocessing Layer: 

Text/Image handling 

• Images: Processed using OpenCV or Pillow (resize, grayscale, noise reduction). 
• User Behavior/Text: Cleaned (e.g., stop word removal, tokenization) and vectorized for ML models. 

5.1.3.  Feature Extraction Layer: 

Image/Text Features 

• EAST Model extracts text from screenshots. 
• Vectorizers like TF-IDF or CountVectorizer convert text and behavior data into numerical format. 
• Binary vectors created for Bernoulli Naive Bayes, frequency vectors for Multinomial Naive Bayes. 

5.1.4. Deep Learning and Machine Learning Layer: 

• Text Recognition: EAST (Efficient and Accurate Scene Text Detector) for detecting and extracting visible text 
from screenshots. 

• Classification Models: 
o Bernoulli Naive Bayes: Best for binary behavior features (deceptive / non- deceptive). 
o Multinomial Naive Bayes: Best for text-based classification (deceptive category). 

5.1.5. Prediction Layer 

The prediction layer interprets the input and returns categorized outcomes, such as identifying potentially risky 
behavior or content. 

5.1.6. Storage Layer 

Finally, the storage layer logs all interactions, predictions, and screenshots into local storage or a central database, 
enabling future analytics and auditability. 

5.1.7. Output Layer 

After both the image text and behavioral data are processed, the Flask API generates a final decision. Based on the 
analysis, the decision is made whether the website contains deceptive patterns or not. This decision, along with any 
additional insights or recommendations, is sent back to the browser extension. The extension then alerts the user about 
the potential deceptive nature of the site. 

5.1.8. Evaluation and Testing 

For model evaluation and testing, the dataset is split into training and testing sets to assess performance objectively. 
The Bernoulli and Multinomial Naive Bayes models are evaluated using standard classification metrics such as accuracy, 
precision, recall, and F1-score is applied to ensure the models generalize well across unseen data. Confusion matrices 
help analyze true/false positives and negatives, while ROC curves and AUC scores are used to measure the models’ 
ability to distinguish between classes. The best-performing model is selected based on a balance of these metrics and is 
then integrated into the live Flask backend for real-time predictions. 

The proposed methodolgy is designed with a layered architecture comprising a browser extension, a Flask backend, 
machine learning models, and storage. The browser extension acts as the input layer, capturing user interactions and 
screenshots from the web browser and sending them to the Flask backend API. In the preprocessing layer, the received 
data—whether textual or visual—is cleaned and formatted using tools like OpenCV for images and text vectorizers for 
behavioral logs. The feature extraction layer utilizes the EAST model to recognize and extract text from screenshots, 
while user behavior and textual inputs are transformed into numerical vectors suitable for classification. In the machine 
learning layer, Bernoulli Naive Bayes is applied to classify binary behavioral patterns, while Multinomial Naive Bayes is 
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used for text-based classification. The prediction layer interprets the input and returns categorized outcomes, such as 
identifying potentially risky behavior or content. Finally, the storage layer logs all interactions, predictions, and 
screenshots into local storage or a central database, enabling future analytics and auditability. This layered setup 
ensures a modular, scalable, and intelligent system for real-time user behavior and content analysis. 

6. Results and Discussion 

 

Figure 3 User Interface (Before Prediction) 

 

 

Figure 4 User Interface (After Prediction)  
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Figure 5 Misdirection Pattern 

 

 

Figure 6 Urgency Pattern  
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Figure 7 Social Proof Pattern   

7. Conclusion 

This project successfully demonstrates the integration of visual and behavioral analysis using deep learning and 
machine learning models to detect deceptive UI practices. By leveraging a combination of frontend browser extension, 
backend Flask APIs, and robust classifiers, the system is capable of identifying potential deceptive interactions in real-
time. The use of the EAST model ensures accurate text detection from UI screenshots, while Bernoulli and Multinomial 
Naive Bayes models help classify deceptive behavior based on user interaction and textual cues. 

In conclusion, this solution offers an enhanced user experience by providing timely alerts and visual markers for 
potentially harmful interface elements. The modular structure of the system also supports scalability and easy 
integration with larger systems and monitoring platforms.  
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