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Abstract 

The proliferation of deepfake content has raised serious concerns about the authenticity of digital media, with 
implications spanning from social misinformation to cybersecurity breaches. In this study, we propose a multi-model 
deepfake detection framework that integrates multiple convolutional neural networks (CNNs) to improve classification 
accuracy and robustness. Each model within the ensemble is trained to detect unique facial distortions and 
inconsistencies introduced by deepfake generation techniques. By leveraging the strengths of diverse architectures, the 
system effectively identifies manipulated media across varying formats and qualities. Experimental results on publicly 
available datasets demonstrate that the proposed multi-model approach outperforms single-model baselines in both 
precision and generalization. This work contributes to the growing field of AI-based media forensics by offering a 
scalable and effective solution to combat the evolving challenge of deepfakes.  
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1. Introduction

Traditional deepfake detection methods often rely on a single model to identify visual or audio inconsistencies. 
However, as deepfake techniques become more advanced and harder to spot, these single-model systems tend to fall 
short—especially when dealing with new types of forgeries or variations in lighting, expressions, and video quality. To 
address this challenge, our research introduces a multi-model approach that combines the strengths of several deep 
learning models, particularly convolutional neural networks (CNNs). These models are trained to identify different 
types of tampering, such as distortions, blending errors, or unnatural movements. By working together, these models 
create a more accurate and dependable system. This approach offers a practical, scalable solution to help detect 
deepfakes more effectively in real-world applications like media, security, and digital forensics. 

In addition to leveraging multiple deep learning models, our approach incorporates diverse input modalities such as 
frame-level images, motion cues, and audio signals. Each modality contributes unique information that enhances the 
system’s ability to spot deepfakes under varied conditions. For instance, subtle audio-visual mismatches or 
inconsistencies in facial dynamics across frames might go undetected by a single model, but can be effectively captured 
through this integrated framework. This fusion not only improves detection accuracy but also increases the system’s 
robustness to manipulation techniques that aim to bypass traditional detectors. Ultimately, this method lays the 
groundwork for building adaptive and resilient deepfake detection tools that keep pace with rapidly evolving synthetic 
media technologies. 
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1.1. Problem Statement 

The increasing sophistication of deepfake technology has introduced a major challenge in maintaining the integrity of 
digital media. Powered by deep learning techniques such as GANs (Generative Adversarial Networks), deepfakes can 
convincingly alter faces, voices, and entire video scenes to the point where it becomes difficult for the human eye—or 
even traditional software—to distinguish between real and fake content. While the technology itself has creative 
potential in entertainment and education, its misuse poses serious risks to public trust, personal privacy, and social 
stability. 

One of the core issues with current deepfake detection systems is their limited ability to generalize. Many rely on single-
model architectures trained on specific datasets, which often fail to perform well when tested on deepfakes generated 
by newer, more advanced algorithms. Additionally, variations in lighting, resolution, facial expressions, and 
compression levels further degrade the accuracy of detection. This creates a pressing need for more adaptable and 
resilient detection frameworks. 

Another challenge is the real-time application of deepfake detection in practical scenarios—such as live video streams, 
social media monitoring, or legal investigations—where accuracy and speed are both crucial. An effective solution must 
not only detect forgeries but also adapt to the evolving landscape of generative techniques. 

This paper addresses these issues by proposing a multi-model deepfake detection system that leverages multiple 
convolutional neural networks (CNNs), each trained to focus on different artifacts introduced during deepfake 
generation. By combining these models, the system aims to improve detection accuracy, reduce false positives, and 
enhance generalizability across a wider range of inputs. The ultimate goal is to provide a reliable, scalable solution that 
can support organizations, platforms, and individuals in identifying manipulated content and preserving digital truth. 

2. Literature review 

Early approaches to deepfake detection primarily focused on visual artifacts and inconsistencies in facial features using 
single-stream convolutional neural networks (CNNs). Methods such as MesoNet and XceptionNet achieved notable 
success by detecting anomalies in compression artifacts or facial textures. However, these models often struggle when 
deepfakes are generated using advanced techniques that minimize visible distortions. Other approaches have explored 
frequency-based analysis or used temporal inconsistencies across video frames to improve detection accuracy. Despite 
these innovations, models that rely on a single modality—such as image frames alone—often lack the robustness 
required for generalization across diverse datasets and real-world scenarios. 

To address these limitations, recent studies have investigated multi-modal and ensemble-based deepfake detection 
systems. Some researchers have proposed combining spatial, temporal, and audio features to identify cross-modal 
inconsistencies that deepfakes fail to reproduce accurately. For instance, models integrating lip-sync analysis with audio 
spectrogram classification have shown improved performance against audio-visual forgeries. Additionally, ensemble 
learning techniques that aggregate predictions from multiple models have proven effective in enhancing generalization 
and reducing false positives. These developments highlight a growing trend toward hybrid architectures that leverage 
complementary strengths of various detection strategies, setting the stage for more resilient and scalable solutions to 
combat synthetic media. 

3. Existing System  

Initial research on deepfake detection focused on identifying superficial artifacts introduced by early-generation 
models. These included irregularities in eye blinking, inconsistent facial expressions, or unnatural head movements. Li 
et al. (2018) demonstrated that early deepfakes often failed to mimic natural eye-blinking patterns, making it a key cue 
for detection. These rule-based or handcrafted approaches were easy to implement but lacked adaptability, quickly 
becoming obsolete as generative techniques matured and overcame such flaws. 

With the evolution of deepfake techniques, researchers began adopting deep learning methods—particularly 
Convolutional Neural Networks (CNNs)—for more sophisticated detection. Architectures such as XceptionNet and  

EfficientNet showed high accuracy on benchmark datasets like FaceForensics++, Celeb-DF, and DFDC. These models 
learned to detect visual artifacts such as texture mismatches, boundary inconsistencies, and unnatural facial blending. 
However, they often suffered from poor generalization, performing well on the datasets they were trained on but 
struggling with unseen formats, compression levels, or real-world data. 
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To address the limitations of single-model systems, recent work has focused on ensemble and multi-model approaches. 
These systems combine the strengths of different models, each trained to detect distinct forgery cues—such as spatial 
artifacts, temporal anomalies, or frequency-domain inconsistencies. Research shows that ensemble methods improve 
detection robustness and adaptability across datasets. However, standardized integration methods and real-time 
deployment capabilities are still developing. Our proposed work builds upon this concept, integrating multiple CNNs 
into a unified framework to enhance accuracy and generalizability in detecting deepfake content. 

4. Proposed System 

This project introduces a comprehensive multi-modal deepfake detection system capable of identifying manipulated 
images, videos, and audio using an ensemble of deep learning models. To ensure a scalable and reliable framework, the 
system is organized into key functional components. 

4.1.  Core Components of the System 

The proposed framework is composed of three primary modules: the Image Analysis Module, Video Forensics Module, 
and Audio Authentication Module. Each module is tailored to the specific modality and employs specialized deep 
learning architectures to identify forgery cues. 

• The Image Analysis Module uses convolutional neural networks (CNNs) to detect inconsistencies in facial 
regions, skin textures, lighting artifacts, and unnatural edges that often occur in fake images. 

• The Video Forensics Module combines CNNs with temporal models such as LSTMs or 3D CNNs to analyze frame 
sequences. This allows the detection of frame-level anomalies, unnatural movements, or temporal lags that 
indicate manipulation. 

• The Audio Authentication Module focuses on detecting tampered or AI-generated speech using spectrogram 
analysis and recurrent neural networks (RNNs). It identifies patterns like pitch irregularities or phase 
distortions that distinguish real from synthetic audio. 

4.1.1.  Integration and Decision Layer 

Each module outputs its individual prediction, which is then fed into an ensemble-based decision layer. This layer uses 
voting or weighted averaging to produce a final verdict on whether the input content is authentic or manipulated. This 
multi-model, multi-modal approach enhances overall accuracy and adaptability to evolving deepfake generation 
techniques. 

5. Methodology 

The proposed deepfake detection system follows a structured multi-stage pipeline. It begins with data acquisition, 
where datasets containing both authentic and manipulated media across various modalities (image, video, and audio) 
are collected. The next phase is preprocessing, involving operations such as frame extraction from videos, resizing, noise 
reduction, normalization, and audio spectrogram generation to ensure uniform input formats across all models. 
Following this, the model architecture is defined, tailored to process different types of inputs through deep learning 
networks. 

At the core of the system are modality-specific CNN models, each trained to detect inconsistencies within a particular 
type of data—visual frames, motion patterns, or audio signals. Depending on the configuration, a feature fusion stage 
may be applied to integrate the outputs of these individual models, combining their extracted features into a unified 
representation. The fused or individual outputs are then passed to a classification and decision layer, which determines 
the likelihood of an input being real or fake. Finally, evaluation metrics such as accuracy, precision, recall, F1-score, and 
confusion matrix are used to assess the performance and robustness of the detection system across different test 
scenarios. 
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Figure 1 Methodology  

5.1. System Architecture 

The system begins with an Input Data Stream, which may include audio, video, or standalone image samples. Depending 
on the input type, it is directed to one of three specialized processing modules: the Image Module, Audio Module, or 
Video Module. 

• The Image Module utilizes convolutional neural networks like InceptionV3 and Xception, which are designed 
for image classification tasks. These networks extract spatial features from individual frames or image inputs 
to identify manipulations or inconsistencies. 

• The Audio Module processes sound inputs using Mel-Frequency Cepstral Coefficients (MFCCs). These features 
represent the short-term power spectrum of audio signals and are effective for detecting subtle anomalies in 
speech patterns or background sounds. 

• The Video Module employs a ResNet-50 3D CNN, which captures both spatial and temporal features from video 
data. This allows the model to detect unnatural facial movements or inconsistencies across consecutive frames. 

Once each module extracts relevant features, they are passed to a Feature Fusion Layer, which combines information 
from all modalities into a unified representation. This fusion allows the model to make more informed and accurate 
predictions by leveraging complementary strengths of audio, image, and video analyses. 

To enhance interpretability, the system integrates an Explainable AI (XAI) component after fusion. This stage provides 
transparency by explaining the reasoning behind the model’s predictions, which is essential for trust in high-stakes 
applications like security or digital forensics. 

Finally, the system delivers a Deepfake Prediction, classifying the input as either real or fake based on the fused and 
explained model output. 
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Figure 2 System Architecture 

5.1.1. Input Acquisition Layer 

This is the first stage of the pipeline, where the system receives various data streams. It supports: 

• Images (JPG, PNG, etc.) 
• Audio clips (WAV, MP3) 
• Videos (MP4 or frame-extracted video input) 

Based on the modality, each input is routed to its corresponding processing module (image, audio, or video). 

5.1.2. Preprocessing Layer 

Each input type undergoes dedicated preprocessing to ensure quality and consistency: 

• Image Preprocessing: Frames are resized, normalized, and optionally augmented for noise or compression. 
• Audio Preprocessing: Audio is converted into spectrograms or Mel-Frequency Cepstral Coefficients (MFCCs). 
• Video Preprocessing: Frames are extracted from video at a fixed frame rate, then resized and normalized for 

analysis. 

5.1.3. Modality-Specific Feature Extraction 

Deep learning models specific to each modality are used to extract key features: 

• Image Module: Uses CNNs like InceptionV3 or Xception to detect manipulation in facial features or textures. 
• Audio Module: Extracts MFCCs and classifies using audio CNNs or RNN-based layers. 
• Video Module: Uses 3D CNNs such as ResNet-50 3D to capture temporal inconsistencies and facial distortions 

across frames. 

5.1.4. Feature Fusion Layer 

This optional but powerful stage combines features from multiple modalities: 

• Fusion Strategy: Concatenation or attention-based fusion is applied to generate a joint representation. 
• Purpose: To capture cross-modal relationships and improve the robustness of the final prediction. 
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5.1.5. Classification and Decision Layer 

The fused or individual features are passed through: 

• Fully Connected Layers: Followed by softmax or sigmoid activation. 
• Output: Binary classification (Real or Fake) with an associated confidence score. 

5.1.6. Explainability Layer (XAI) 

This layer improves model transparency: 

• Grad-CAM for visual explanations on image/video frames. 
• Saliency Maps or Feature Attribution for audio data. 
• Helps users understand the reasoning behind predictions, increasing trust in the system. 

5.1.7. User Interface Layer 

Developed using Streamlit for real-time interaction: 

• Input Tabs: Users can upload image, video, or audio files. 
• Live Results: Predictions and explanations are displayed with visualization. 
• Session Support: Users can explore multiple files in a single session. 

5.1.8. Evaluation and Testing 

Extensive testing was conducted to ensure reliability: 

• Metrics Used: Accuracy, Precision, Recall, F1-Score, Confusion Matrix. 
• Real-World Testing: Tested with deepfakes of varied lighting, background, and resolutions. 
• Cross-Modality Evaluation: Each modality tested independently and in combination. 

6. Results and Discussion 

 

Figure 3 User Interface 
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Figure 4 Image Model Prediction 

 

 

Figure 5 Video Model Prediction 

 



World Journal of Advanced Engineering Technology and Sciences, 2025, 15(02), 622-630 

629 

 

Figure 6 Audio Model Prediction  

7. Conclusion 

The development of the multi-modal deepfake detection system represents a critical step forward in combating the 
growing sophistication of synthetic media. By leveraging separate yet collaborative CNN-based pipelines for image, 
video, and audio analysis, the system achieves high accuracy in detecting manipulations that might escape single-
modality approaches. The incorporation of a feature fusion layer enables a comprehensive understanding of cross-
modal inconsistencies, while the use of Explainable AI (XAI) techniques enhances model transparency, making 
predictions more interpretable and trustworthy. 

In conclusion, the proposed architecture offers a scalable, reliable, and explainable solution for real-world deepfake 
detection. Its modular and flexible design allows seamless integration into media forensics, cybersecurity systems, and 
digital verification platforms. Beyond functioning as a robust detection tool, this project lays the groundwork for future 
research into more generalized multimodal forgery detection, helping preserve the integrity of digital content across 
domains.  
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