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Abstract 

Amphibians play a crucial role in ecosystem stability; their presence or absence can serve as an indicator of 
environmental changes. This study investigates the application of machine learning (ML) models to predict amphibian 
species’ occurrence, specifically the green frog, near water reservoirs. Data from satellite imagery and geographic 
information system (GIS) were analyzed to develop predictive models. Two classification models, Radial Basis Function 
(RBF) and Neural Network (NN)were evaluated alongside combination methods, including Bagging, Random Subspace 
Method (RSM), Boosting, and Feature-Based Combiner (FBC). Results revealed that the Neural Network combined with 
Boosting achieved the highest accuracy, with a classification rate nearly 70%, outperforming the RBF classifier in all 
combinations. The results highlight the effectiveness of combining classifiers techniques to enhance prediction accuracy 
and stability. These findings provide valuable insights into the potential of machine learning techniques for amphibian 
monitoring and ecological assessment.  
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1. Introduction

Amphibians represent one of the most diverse groups of vertebrates, with abundant species populations worldwide 
[33]. They are four-limbed organisms belonging to an ancient lineage of vertebrates [30]. The term amphibian originates 
from the Greek word meaning "double life," referring to their ability to inhabit both aquatic and terrestrial environments 
throughout their life cycle [3]. However, water plays a central role in their biology, as they are primarily found near 
aquatic habitats [33]. Amphibians require high-quality water and suitable habitat conditions for survival, as they 
reproduce and develop in aquatic environments before transitioning to terrestrial habitats upon reaching maturity [6]. 

 Amphibians are classified into three modern taxonomic orders: (I) Anura (frogs and toads), (II) Urodela (salamanders 
and newts), and (III) Apoda (caecilians) as shown in Figure 1 [13]. The largest order, Anura, includes over 7,000 species 
of frogs and toads, characterized by smooth, moist skin, long hind limbs, and large, protruding eyes. Their life cycle 
typically begins with eggs laid in water, which hatch into aquatic larvae (tadpoles) before undergoing metamorphosis 
into terrestrial adults. The Urodela order includes over 600 species of salamanders, which possess elongated, slender 
bodies, smooth skin, and four limbs. Like anurans, most salamanders reproduce in water, where their larvae undergo 
metamorphosis into adults. Some species, such as newts, exhibit both aquatic and terrestrial life stages. The Apoda order 
consists of more than 200 species of Caecilians, limbless amphibians with elongated, worm like bodies and smooth, 
slimy skin. They are primarily fossorial, living underground or in burrows, and many species give birth to live young 
that bypass metamorphosis. All amphibians rely primarily on cutaneous respiration, using their moist skin as a key 
respiratory organ for gas exchange [30]. This physiological trait also makes them highly sensitive to environmental 
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changes, including pollution and habitat degradation, making them important bioindicators of ecosystem health [28, 
33]. 

 

Figure 1 The Three Taxonomic orders of Amphibians 

1.1. Water reservoirs 

Water reservoirs play a key role in the natural environment that will affect the aquatic ecosystems [12]. These types of 
aquatic environment form an excellent home for various valuable ecological species of flora and fauna [31]. As 
mentioned earlier, amphibians have a preference to be closely located near water reservoirs as these habitats allow 
amphibians reproduction and act as a breeding site [2]. For example, some of the species (green frog) tend to stay in 
water reservoirs until autumn, given that their seasons last from the end of April to the end of June [5]. Additionally, 
Water reservoirs enhance the balance of species' thermal and hydric needs [25]. On the other hand, water reservoirs 
could help in field research as they are significant to accelerate the assessment of amphibian populations since it is easy 
to estimate the species number while they are in the water reservoirs [5]. 

1.2. Why is it important to predict the presence of amphibians? 

Amphibians are generally approved to be valuable biological indicator species for assessing a variety of ecosystems 
throughout the world [32]. In ecological populations, amphibians can reveal both direct and indirect environmental 
impacts [6]. Hence, their implication in maintaining ecosystem stability makes them ideal species to function as 
biological indicators [27]. Their sensitivity of environmental changes improves understanding of both ecological and 
anthropogenic changes to the natural world [22]. Subsequently, since amphibians interact with their surrounding 
environment via their skin, they absorb water and other environmental compounds such as gases throughout their skin 
[27]. Hence, their moist, permeable skin makes them sensitive and exposed to toxic substances (including pesticides 
and other air pollutants) which reflect the health of a particular ecosystem [35].  

The presence of amphibians is mostly indicated by the condition of the habitat itself [22]. As a result, their existence 
and/or absence implies that there are major factors affecting the normal conditions of the environment [27]. It is 
important at this point to summarize some of the features of amphibians that make their existence significant for 
studying the environmental challenges. The main features are : 1) Amphibians are fundamental components of aquatic 
and terrestrial food webs, serving as prey and predators[34]. 2) They are a critical part of the food chain and act as 
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essential elements of ecosystems serving as both predators and prey [3]. 3) Many other animals’ survival is affected by 
them [26]. 4) Providing food resources for a variety of animals from snakes to raptors [35]. 

1.3. Machine Learning  

Machine learning (ML) has been widely used in various fields to predict outcomes or classify samples. ML models, 
including pattern recognition classifiers [36, 19, 23], can identify trends and relationships within data sets. These 
models enable the development of automated systems or software applications that can perform repetitive tasks, often 
more efficiently than humans. Therefore, the goal of this study is to experimentally investigate several methods for 
predicting the presence of amphibians. The performance of different systems and methods will be compared by 
calculating the classification rate, averaged over ten cross-validation trials. 

The following sections describe the research method, followed by the experimental results and discussion. The paper 
concludes in Section 4. 

2. Materials and methods 

This section describes the machine learning (ML) methods and dataset used in this experiment. The experiment was 
simulated using MATLAB on a personal computer. The data was randomly partitioned into a training set and a test set 
using the 10-fold cross-validation method. Results were averaged to obtain the classification rate. The classification rate 
is calculated as the number of correctly classified samples divided by the total number of test samples. 

2.1. Data set 

In this study, repurposed data from the UCI Machine Learning Repository [9] was used to evaluate the methodology. 
The data was collected in Poland for environmental impact assessment (EIA) reports related to two planned road 
projects. These reports were primarily used to gather information on the amphibian population size at each of the 189 
occurrence sites. The objective was to predict the presence of amphibian species near water reservoirs based on 
features derived from GIS systems and satellite images [16]. The dataset contains 14 features and 7 binary labels, each 
corresponding to a different species of frog. For this preliminary study, the experiment focused on detecting only the 
green frog. Therefore, we selected the label for the green frog and discarded the other six labels, making the dataset a 
single-class classification problem. If the green frog was present, a label of "1" was assigned; otherwise, a label of "0" 
was used. Additionally, the missing data was checked and found to be absent. Finally, the dataset was normalized to a 
range between 0 and 1. 

2.2. Classifiers 

The experiment was repeated using two commonly used classifiers: the Radial Basis Function (RBF) classifier and the 
Neural Network (NN) classifier [4]. For the radial basis classifier, the spread was set to 1. The neural network classifier 
used was a backpropagation network with the Levenberg-Marquardt training function. It consisted of three layers: the 
number of neurons in the first layer matched the number of features, the hidden (second) layer contained 5 neurons, 
and the output layer had neurons equal to the number of classes. The network was trained for 100 epochs, with a 
training error goal of 0.001. 

2.3. Combiners 

To improve classifier performance, a combination of classifiers was used. Four prominent classifier combiner methods 
were tested: Bagging [7], Random Subspace Method (RSM) (Ho, 1998), ARCX4 boosting [8], and a feature-based 
combiner (FBC). 

Bagging, proposed by Breiman, generates multiple versions of a predictor or classifier using bootstrapping, and 
aggregates these versions to form a final classifier. In this study, 25 versions of the classifier were created, as 
recommended by Breiman. The total number of samples in each bootstrap set was the same as the original training set. 

The RSM method aims to create diverse classifiers by assigning different features to each classifier. Each classifier is 
given a subset of features, randomly selected without replacement from the total feature set. This ensures that classifiers 
view the data space differently. In this experiment, 75% of the total available features were used for each classifier, with 
a total of 25 classifiers combined. 

Boosting, an effective combiner method proposed by Freund (1995) and improved by Freund & Schapire (1997), 
focuses on difficult samples [10, 11]. It creates multiple classifiers and assigns samples to these classifiers randomly, 
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with each sample having a weight based on the probability of being selected for inclusion. Boosting iteratively builds a 
new classifier by adjusting the weight of each sample based on the performance of the last built classifier. Misclassified 
samples have their weights increased, while the weights of correctly classified samples are decreased. Below is the 
procedure for a specific boosting method, ARCx4, proposed by Breiman (1998): 

• Step 1: Initialize the weights of the samples to 1/N, where N is the number of samples in the training set. 
• Step 2: Create the first classifier using a training subset created from the original training set by randomly 

selecting samples given the initial weights of samples. 
• Step 3: Check the performance of the classifier to find misclassified samples. 
• Step 4: For each sample: we count the number of classifiers that misclassified the sample, then divide by 

number of classifiers in the combiner to get a value p. 
• Step 5: Calculate h=1+ p4 for each sample. 
• Step 6: Find the new weights for each sample as h of a sample divided by sum of all h for all samples. 
• Step 7: If maximum number of classifiers of a combiner is not reached create a new classifier using the new 

weights. Otherwise stop. 
• Step 8: Repeat steps 3 to 7. 

3. Results and Discussion 

The experimental results provide valuable insights into the performance of different classifiers and combiner methods 
for amphibian species detection. As shown in Table 1 and Figure 2, Neural Network-based approaches consistently 
outperformed Radial Basis Function (RBF) classifiers across all combiner strategies. The highest classification rate was 
achieved by the Neural Network combined with the Boosting combiner (69.47%), followed closely by the Neural 
Network with RSM (68.95%), suggesting that these combinations are particularly effective for identifying green frog 
presence. A notable performance gap emerged between the two classifier types when paired with RSM and FBC 
combiners. While Neural Networks maintained relatively stable performance across all combiners (ranging from 
68.42% to 69.47%) with a standard deviation of only 0.5%, RBF classifiers exhibited significant performance 
degradation, particularly with RSM (57.89%) and FBC (56.32%). These values represent a drop of over 10 percentage 
points compared to their Bagging and Boosting implementations. These findings highlight the superior consistency of 
Neural Networks and the limitations of RBF classifiers in this classification task. 

Table 1 average classification rate and standard deviation of neural network and RBFN classifiers using four types of 
combiners. 

Classifier Combiner Average Rate Standard Dev. 

Neural Network Bagging 68.42% 6.56% 

Neural Network Boosting 69.47% 8.88% 

Neural Network RSM 68.95% 8.75% 

Neural Network FBC 68.42% 7.44% 

Radial Basis Function Bagging 66.32% 6.66% 

Radial Basis Function Boosting 65.79% 8.68% 

Radial Basis Function RSM 57.89% 4.96% 

Radial Basis Function FBC 56.32% 11.91% 
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Figure 2 The chart presents the average classification rates (%) for Neural Network (NN) and Radial Basis Function 
(RBF) classifiers combined with Bagging, Boosting, RSM, and FBC 

The standard deviation (SD) analysis provides additional insights into model stability. A low SD indicates consistent 
performance, while a high SD suggests greater variability. The RBF with FBC combination, while showing the lowest 
classification accuracy, exhibited the highest variability (SD = 11.91), indicating inconsistent predictions across the 10-
fold cross-validation. Conversely, RBF with RSM showed the lowest standard deviation (4.96), suggesting that while its 
performance was poor, it was consistently so. This trade-off between performance and consistency appears less 
pronounced in Neural Network models, which maintained balanced standard deviations across combiner methods. 
Among the combiner methods, Boosting and Bagging produced the most favourable results overall, suggesting that 
these ensemble techniques are more effective for the classification task. However, the relatively high standard deviation 
observed with some combinations—particularly with the FBC combiner at 8.56%—highlights the challenge of achieving 
performance consistency, a concern that should be addressed in future work. 

These findings suggest that for amphibian detection applications, Neural Network classifiers offer superior and more 
stable performance. Boosting is a strong choice for this task, providing marginal improvements over other combiner 
methods. Future studies could explore dimensionality reduction using feature selection techniques to improve class 
separation and enhance performance. Additionally, the RBF classifier may achieve better results when combined with 
Bagging. Further experiments with different hyperparameters and feature selection methods could lead to even greater 
classification accuracy.   

4. Conclusion 

In this study, we explored various machine learning methods for amphibian species detection near water reservoirs, 
utilizing backpropagation neural networks and radial basis function classifiers for sample classification. To enhance 
performance, we incorporated combiner methods such as Boosting and Bagging. Our results demonstrated that the 
Neural Network combined with Boosting achieved the highest performance, with an accuracy of nearly 70%. In contrast, 
the Radial Basis Function classifier with Bagging exhibited the lowest performance, underscoring the need for further 
optimization. The Boosting method consistently improved classification accuracy, reinforcing its robustness as a 
preferred technique for this task. Additionally, the relationship between average accuracy and standard deviation 
highlighted the importance of balancing performance with variability. While some classifiers achieved high accuracy 
with moderate variability, others maintained stable performance at lower accuracy levels. These findings offer valuable 
insights into classifier selection for future modelling efforts. Further experiments, particularly targeting different stages 
of the system, are recommended to optimize classification accuracy and enhance overall performance.  
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