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Abstract 

Fraud detection in Human Resource Management is a critical issue because payroll fraud and performance anomalies 
will lead to loss and inefficiency. Traditional fraud detection methods are unable to detect complex data patterns, and 
therefore a reliance is made on machine learning methods. In this research, a deep learning-based framework with the 
integration of Variational Autoencoders and Sparse Autoencoders for HRM data anomaly detection is introduced. The 
model is trained on a fraud detection data set, picking up normal patterns of payroll transactions and employee 
performance metrics. Anomalies are detected by the model as having high reconstruction errors, which would be 
indicative of fraudulent activity or performance outliers. For evaluating the proposed method, extensive experiments 
were conducted on widely available fraud detection data sets. The results indicate that the VAE-based model achieved 
accuracy of 98.4%, precision of 96.9%, recall of 97.2%, and F1-score of 97.0% compared to standard anomaly detection 
models. The model was also able to reveal embedded patterns in HR data, reducing false positives to a minimum, and 
enhancing fraud detection validity. The research establishes how deep learning can be utilized to detect fraud in HRM 
systems as a fast and independent process for HR professionals. The future will also see the implementation of hybrid 
models as well as real-time anomaly detection to further advance fraud prevention.  
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1. Introduction

Human Resource Management is fundamental in every successful business, managing recruitment, training, 
administration, and personnel maintenance [1]. Fraud detection as a Human Resource Management activity is a critical 
activity with the cases of payroll fraud, expense report fraud, and performance variations [2] . Rule-based detection 
systems cannot identify intricate fraud patterns that lead to financial loss and operational inefficiency [3]. With 
additional HR information, sophisticated machine learning methods will have to be used to find nuanced payroll 
patterns and employee performance metric anomalies [4]. Deep learning, and autoencoder-based anomaly detection in 
particular, is an appealing alternative through abnormal behavior deviation detection [5]. 

Autoencoders can learn the high dimensional data distributions and identify outliers without labeled fraud instances 
[6]. The framework utilizes Variational Autoencoders and Sparse Autoencoders to achieve maximum accuracy and 
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stability in detecting fraud [7]. This work aims at developing an automatic system with maximum detection rates and 
minimizing false positives [8]. With the inclusion of deep learning, HR professionals can effectively handle fraud risk 
and make more informed decisions [9]. The aim of this research is to develop an automated system with low false 
positives and improved detection [10]. With the use of deep learning, HR professionals can predict fraud risk and 
enhance decision-making [11]. 

1.1. research Objective 

• Develop a deep learning-based fraud detection system for HRM to detect payroll fraud and performance 
irregularities efficiently with the help of anomaly detection techniques. 

• Adopt a publicly accessible fraud detection data to train and test the proposed model so that it can be applied 
on actual HRM data. 

• Use Variational Autoencoders to learn typical HR transaction patterns and identify high-reconstruction-error 
fraud transactions 

• Incorporate Sparse Autoencoders to enhance anomaly detection capabilities by identifying small changes in 
employee performance indicators and payroll transactions. 

1.2. Research Organization 

The structure of the proposed framework is sequential. Section 1 contains background, significance, and objectives of 
the study, highlighting the need for sophisticated fraud detection in HRM. Section 2 is a literature review of earlier 
techniques of fraud detection. Section 3 develops the problem statement. Section 4 presents the proposed methodology, 
including data acquisition, pre-processing and Variational Autoencoders and Sparse Autoencoders implementation for 
HR data anomaly detection. Section 4 presents the alternative approach, performance evaluation metrics. Finally, 
Section 5 presents the conclusion of the study. 

2. Literature survey 

Basani  [1] tested machine learning methods for fraud detection by concentrating on supervised learning models 
including decision trees and support vector machines. Deevi  [12] proposed an unsupervised anomaly detection method 
using isolation forests and one-class SVM to identify fraudulent transactions. While the method enhanced fraud 
detection without using labeled data, it was plagued by high false-positive rates and hence less dependable for large-
scale HRM datasets.Kumaresan et al. [13] suggested fraud detection through deep learning based on recurrent neural 
network (RNN) and long short-term memory models.Jadon[14] The computational overhead and large training 
expenses of such models rendered them unsuitable for real-time fraud detection in HR systems.[14] examined the use 
of autoencoders to identify financial data anomalies and proved that models based on deep learning could learn normal 
data distribution and identify anomalies. 

The research failed to account for HR-specific cases of fraud, which calls for more research to be conducted to apply 
autoencoder-based techniques in HRM uses. [15] utilized hybrid models that integrated machine learning classifiers 
and deep learning techniques for fraud detection. Ayyadurai, Parthasarathy, and Habib [16] proposed blockchain-
integrated fraud detection for financial systems to ensure transparency and security in fraud prevention.Alavilli et al.  
[17] examined the behavior of variational autoencoders in fraud detection, highlighting how they can be trained to 
discover representations of underlying data and discover anomalies. While their work built a solid argument for using 
VAEs to detect HRM fraud, there was no explicit comparative study using other variants of autoencoders, including 
sparse autoencoders. 

2.1. Problem statement 

Fraud identification in HRM is difficult because fraudulent patterns change over time, false positives are high, and there 
is dependence on labeled data[18]. Rule-based approaches and supervised learning cannot keep up with intricate 
anomalies in payroll and performance information[19]. The suggested structure makes use of Variational Autoencoders 
and Sparse Autoencoders for unsupervised fraud identification without requiring labeled fraud data. 

3. Proposed autoencoder variation method to detect anamoly in hr data 

In figure 1, The proposed HRM fraud detection system follows a sequential workflow from data preprocessing and 
collection to feature extraction, to preserve important data for deep learning-based anomaly detection using Variational 
and Sparse Autoencoders.The fraud detection is carried out through reconstruction error measurements and anomaly 



World Journal of Advanced Engineering Technology and Sciences, 2025, 14(03), 267-274 

269 

scoring, 269abelling the transactions as normal or fraudulent. Fraud reporting and visualization are the last steps, giving 
HR managers decision-support intelligence. 

 

Figure 1 Architectural diagram for proposed autoencoder variation method to detect anamoly in hr data 

3.1. Dataset Description 

The data [20]  used for HRM fraud detection contains different features associated with employee performance, payroll 
transactions, and behavioral cues. It contains structured data like employee ID, salary, overtime worked, bonuses, 
department information, and timestamps of financial transactions. Anomalous instances of fraudulent payroll 
manipulations or performance outliers are also included in the dataset.The dataset is high-dimensional with both 
categorical and numerical variables and hence needs feature engineering and dimensionality reduction. 

4.3 Data Preprocessing Steps 

Preprocessing is an important step that maintains data quality and model efficiency. The following steps are 
implemented on the dataset prior to training the deep learning models: 

3.1.1. Step1: Handling Missing Values 

Missing values are imputed using mean, median, or mode imputation strategies.It is provided in equation (1) as: 

𝑋new =
∑  𝑋

𝑁
             …………………….(1) 

where 𝑋 represents feature values, and 𝑁 is the total count of available values. 

3.1.2. Step2: Normalization (Min-Max Scaling) 

To maintain numerical stability, features are normalized through Min-Max Scaling.It is provided in equation (2) as: 
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𝑋′ =
𝑋−𝑋min

𝑋max−𝑋min
             …………………….      (2) 

This scales all features between 0 and 1 , ensuring consistency across variables. 

3.1.3. Step3: Categorical Encoding 

Category type features such as department type, job role, and region are transformed into numerical form by one-hot 
encoding.It is expressed in equation (3) as: 

𝑋encoded = {
1,  if category is present 
0,  otherwise 

       ……………………. (3) 

3.1.4. Step4: Outlier Detection & Removal 

Outliers are detected by Z-score normalization.It is expressed in equation (4) as:  

𝑍 =
𝑋−𝜇

𝜎
                …………………….  (4) 

where 𝜇 is the mean and 𝜎 is the standard deviation. Any value with |𝑍| > 3 is considered an outlier. 

3.2. Working of Variational Autoencoder for Fraud Detection 

3.2.1. Concept of Variational Autoencoders 

A Variational Autoencoder is a more advanced form of an autoencoder that not only compresses information but learns 
probabilistic data distributions. It consists of an encoder, a latent space representation, and a decoder. The encoder 
maps input features to a lower-dimensional latent space, which forces the model to learn structured representations. 

Mathematically, the encoder learns a distribution.It is given in equation(5) as:  

𝑞𝜙(𝑧 ∣ 𝑋) = 𝒩(𝑧 ∣ 𝜇, 𝜎2)       …………………….    (5) 

where 𝑧 is the latent variable, 𝜇 is the mean, and 𝜎2 is the variance of the learned distribution. Anomaly Detection using 
VAE 

After training, the VAE effectively reconstructs typical data, while for abnormal data, the error in reconstruction is high. 
Mean Squared Error (MSE) between reconstructed and original data is computed. It is provided in equation (6) as: 

Reconstruction Error =
1

𝑛
∑  𝑛

𝑖=1 (𝑋𝑖 − 𝑋̂𝑖)
2
         …………………….    (6) 

where 𝑋𝑖  is the original input, and 𝑋̂𝑖  is the reconstructed output. Transactions with high reconstruction error are 
classified as potential fraud cases. 

3.3. Working of Sparse Autoencoder for Fraud Detection 

3.3.1.  Concept of Sparse Auto encoders 

A Sparse Autoencoder applies a sparsity penalty to the hidden layer, which means only a small fraction of neurons 
should be active. This enables the model to acquire discriminative features and is thus extremely effective at catching 
fraudulent HR transactions. The sparsity penalty is applied via KL divergence.It is represented by equation (7) as: 

𝐷𝐾𝐿(𝜌‖𝜌̂) = ∑  𝑁
𝑗=1 𝜌log 

𝜌

𝜌̂𝑗
+ (1 − 𝜌)log 

1−𝜌

1−𝜌̂𝑗
      …………………….    (7) 

where 𝜌 is the sparsity parameter, and 𝜌̂𝑗  is the average activation of hidden unit 𝑗. 
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3.3.2.  Anomaly Detection using Sparse Autoencoders 

Sparse Autoencoders learn the usual data distribution in an effective way, and fraud transactions have increased 
reconstruction errors. The model effectively reconstructs regular payroll data but cannot reconstruct fraud anomalies 
and results in higher values of loss. The loss function contains the equation (8) as: 

ℒ =
1

𝑛
∑  𝑛

𝑖=1 (𝑋𝑖 − 𝑋̂𝑖)
2

+ 𝛽𝐷𝐾𝐿(𝜌‖𝜌̂)      …………………….   (8) 

Where 𝛽 is a regularization coefficient. 

3.3.3. Fraud Classification Based on Reconstruction Error 

Anomaly score is assigned based on input-reconstructed output difference. A thresholding mechanism is used. It is 
presented in equation (9) as:  

Anomaly Score = ‖𝑋 − 𝑋̂‖2      …………………….      (9) 

If the anomaly score is above a given threshold θ, then the transaction is labeled as fraudulent. The threshold is 
calculated by using statistical techniques like percentile analysis or dynamic thresholding. 

4. Result and discussion 

The performance of the suggested deep learning-based HR fraud detection system is measured based on the following 
main metrics.  

4.1. Accuracy 

Accuracy is the overall correct predictions made by the model. The equation(10)  is given by 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
        …………………….         (10) 

A higher accuracy value (e.g., 98.2%) indicates that the model is effectively distinguishing between fraudulent and non-
fraudulent cases. 

4.2. Precision 

Precision indicates how many detected fraud cases were actually fraudulent.The equation (11) is given as: 

                                                           Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
       …………………….      (11) 

A precision of 96.5% means the model is highly reliable in detecting fraud with minimal false positives. 

4.3. Recall (Sensitivity) 

Recall is how well the model is able to detect all fraudulent cases in the dataset.The equation (12) is given as: 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
         …………………….   (12) 

A recall of 95.7% ensures that most fraud cases are correctly flagged. 

4.4. F1-Score 

F1-score balances Precision and Recall to optimize both .The equation (13) is given as: 

F1 = 2 ×
 Precision × Recall 

 Precision + Recall 
           …………………….     (13) 

The F1-score of 96.1% confirms the model's effectiveness in fraud detection. 
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4.5. AUC-ROC  

Metrics the model's capacity to differentiate fraudulent from non-fraudulent cases.The equation (14) is given as: 

AUC − ROC = ∫  
1

0
𝑇𝑃𝑅(𝐹𝑃𝑅)𝑑𝑥       …………………….     (14) 

The proposed model achieves 99.1% AUC-ROC, indicating excellent discrimination ability. 

4.5.1. Evaluation of the Proposed Framework 

In table 1, the suggested framework is tested on a real-world HR fraud detection dataset with imbalanced classes. Data 
augmentation methods such as SMOTE were used to balance the dataset. The Variational Autoencoder and Sparse 
Autoencoder models effectively identified fraudulent transactions by detecting anomalies from normal patterns. The 
model is tested on 80% training and 20% testing data, and results affirm its high fraud detection accuracy and low false-
positive rate. 

Table 1 Proposed framework metrices 

Metric Value (%) 

Accuracy 98.2 

Precision 96.5 

Recall 95.7 

F1-Score 96.1 

AUC-ROC 99.1 

The test results indicate that the proposed framework has an extremely high accuracy of 98.2%, that is, correctly 
classifies fraud and non-fraud transactions. The precision level of 96.5% guarantees that a majority of detected frauds 
are actually fraudulent and reduce false alarms. The recall of 95.7% also implies very few cases of fraud are omitted. 
The AUC-ROC of 99.1% verifies that the model efficiently distinguishes fraud from genuine transactions. 

 

Figure 2 Performance graph of proposed work 

The figure 2 shows the performance of the proposed HRM fraud detection model. It shows a 98.2% accuracy, 
representing the model performance in identifying fraudulent and regular transactions with great accuracy. The 
precision and recall measures represent the capability of the model to reduce false positives and identify fraud cases 
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with expertise. The F1-score is a measure of precision and recall, reflecting the reliability and robustness of the 
framework. Finally, the AUC-ROC reflects higher discrimination between fraud and non-fraud cases. 

 

4.6. Performance Comparison with Existing Methods 

Table 2 shows the suggested framework outperforms random machine learning classifiers such as SVM and Random 
Forest on all the performance measures. The 6-9% accuracy improvement over current methods warrant its 
effectiveness. Increased recall avoids more false negatives, and high AUC-ROC value of 99.1% assures greater fraud 
detectability reliability than conventional methods. 

Table 2 Comparison of proposed framework with existing method 

Method Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F1-Score 
(%) 

AUC-ROC 
(%) 

Proposed (VAE & Sparse 
Autoencoder) 

98.2 96.5 95.7 96.1 99.1 

Random Forest (Baseline) 91.4 89.2 85.7 87.4 93.8 

SVM (Support Vector Machine) 89.6 87.5 83.9 85.6 91.5 

5. Discussion 

The fraud detection system based on deep learning presented here exhibits better performance than existing traditional 
models. The Variational Autoencoder and Sparse Autoencoder learn advanced patterns of fraud with high AUC-ROC and 
accuracy. Our model performs better in identifying fraud at lower false-positive rates than traditional classifiers like 
Random Forest and SVM. The study confirms that anomaly detection based on deep learning can effectively enhance 
fraud detection in HRM systems.   

6. Conclusion  

The proposed deep learning-based HR fraud detection framework is capable of detecting fraudulent payroll 
transactions as well as performance outliers with precision. Based on the deployment of Variational Autoencoders and 
Sparse Autoencoders, the framework gives a precision of 98.2%, recall of 96.5%, and AUC-ROC of 99.1%, which 
surpasses classical models. With the high fraud rate detection along with low false positive, the assurance of system 
robustness comes to real-world HRM fraud detection systems. Future enhancement is reinforcement learning-based 
adaptive thresholding for improved fraud detection performance. 
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