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Abstract 

Since pneumonia is a significant lung disease, prompt and accurate diagnosis is essential to make sure the treatment 
will help. A specialized CNN allows our system to automatically diagnose pneumonia from images of a patient’s chest X-
ray. The method relies on the idea that the X-rays demonstrate the patient’s chest. Images of regular and affected lungs 
can be found in the X-rays included in the data we gathered on Kaggle. The data was preprocessed with image upscaling 
to 232×232×3 pixels, augmentation and using 80% for train and 20% for test sets. A convolutional neural network 
architecture was set up by starting with a dense layer and a classification layer, adding three convolutional layers with 
bigger filters, batch normalization, ReLU and max-pooling. Following the CNN, a fully connected layer was implemented. 
A total of fifteen epochs were used during training with the Adam optimizer. The model was evaluated according to its 
accuracy and the results presented in confusion matrices. The model’s behavior was better understood by viewing 
heatmaps and looking at the misclassification results. The model offers important help to healthcare teams by providing 
a reliable and automated method for spotting pneumonia where resources are limited.  

Keywords:  Convolutional Neural Network (CNN); Chest X-Rays; Accuracy Alongside Precision Recall; Relu; Confusion 
Matrix Evaluation 

1. Introduction

The use of new technologies in medicine has led to rapid development in medicine, especially in AI and deep learning. 
Doctors depend heavily on medical images for diagnosis and assessing patients’ health. X-rays, MRIs, CT scans and 
ultrasounds all record data that shows a patient’s condition accurately [1]. Even so, it’s not easy to assess and collect 
important information from these pictures because the process takes skills and often results in errors in judgment [2]. 

Medical images are now being processed and interpreted better, thanks to deep learning’s use of multi-layer artificial 
neural networks [3]. Deep learning benefits from learning on its own and is able to spot hidden patterns those regular 
methods cannot detect [4]. It helps doctors make better diagnoses, examines images faster and detects diseases sooner, 
helping save money on patients’ healthcare costs [5] [6]. Moreover, deep learning playse an important role in linking 
imaging and medical data with predictions of disease progress and future health outcomes [7]. This moves us closer to 
precision and personalize medicine, as doctors can give each patient a personal treatment plan that matches their 
health, helping the treatment work better and reduce risks [8]. For this reason, using deep learning techniques in 
medical image analysis looks promising, since it improves the quality of healthcare and doctors' ability to base their 
decisions on accurate information [9]. It paves the way for smart tools that help doctors in many specialties like 
oncology, cardiology, neurology and others to deliver better health results and reduce mistakes [5][6]. Figure 1 shows 
General architecture of neural network and deep learning. researchers should examine the progress of using artificial 
intelligence for the recognition of pneumonia. The results and shortcomings of earlier studies direct our approach for 
the next step. For this reason, the next section carefully examines what is already known in this area which underpins 
our study and explains its main focuses. 
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 Figure 1 General architecture of neural network and deep learning according to [15] 

2. Literature review 

The field of medical imaging has been paying an increasing amount of attention to the use of deep learning for the 
purpose of diagnosing pneumonia from X-ray images over the course of the past several years. For the purpose of 
assisting radiologists in the early detection of pneumonia, researchers have investigated the capabilities, accuracy, and 
usefulness of artificial intelligence. In order to study how chest X-rays can be understood by machines in order to 
identify pneumonia, Khan et al. (2021) conducted a literature review by looking at prior research. They made a 
discussion on the development of various machine learning and deep learning approaches, particularly CNNs, and they 
measured how well these techniques worked and how powerful they were [1]. In spite of this, the study concentrated 
on the challenges that are brought about by datasets that are not balanced, the capacity of models to function in a variety 
of situations, and the manner in which models are understood. Further investigation was conducted into the latest 
developments in deep learning that have been used to the prediction of pneumonia. They stated that the models that 
were based on CNNs were more accurate, but they also brought attention to the fact that their application in the 
healthcare industry is not ubiquitous due to the fact that studies frequently utilize diverse preprocessing methods and 
have inconsistent data quality. A new method was proposed by them, which involves the collaboration of African Buffalo 
Optimization and CNNs in order to improve the identification and classification of pneumonia in X- rays. The results 
that were achieved by trans dedicated models were superior to those that were achieved by standard CNN models [2]. 
At the same time, there was a debat on whether or not cloud-based hybrid learning could be useful or applicable in a 
clinical environment [2]. The researchers Rehman et al. (2023) investigated a number of deep learning models for the 
purpose of identifying chest diseases. They found that the models that performed the best were frequently trained on 
extremely big datasets. As they discussed the importance of transfer learning and ensembles, they pointed out that there 
is still the possibility of making a great deal of errors due to the presence of a significant degree of overfitting and an 
absence of appropriate data to work with [3]. The researchers Chen et al. included the application of machine learning 
in their study for the purpose of diagnosing COVID-19-related pneumonia in CT scans. They also mentioned that the 
combination of radiomics and AI can result in more accurate diagnosis. However, due to the fact that these methods are 
dependent on CT scans, they are not suitable for screening general pneumonia in areas where X-ray equipment is the 
primary option [4]. A deep cognitive learning structure that incorporates CNNs was recently developed by Goel and 
Sobti (2025) with the intention of improving the identification of pneumonia. The model was able to reliably predict 
outcomes; however, it did not perform well when tested on individuals who were not part of the population from whom 
it was trained [5]. Figure 2 presents a comparison of the receiver-operating characteristics (ROC) curves for the 
classification of normal pneumonia (A), normal, bacterial, and viral pneumonia (B), and bacterial and viral pneumonia 
(C) using CNN-based models according to [7]. Aside from that, a great number of research works only barely address 
model performance in an appropriate manner, mostly through the metrics of accuracy, precision, recall, F1-score, ROC- 
AUC, and the analysis of entropy levels through texts. Furthermore, in a different study [8], Figure 3 illustrates the class 
activation mapping (CAM); (A) Normal, (B) Bacterial Pneumonia, and (C) Viral Pneumonia, achieved through the 
utilization of CNN, and successfully demonstrated its accuracy. Li et al. (2023) and Rana & Bhushan (2023) have greatly 
improved medical image analysis using deep learning. Li et al. note that deep learning has had a strong impact on 
medical imaging, helping to automate both detection and segmentation tasks and reduce mistakes by doctors in 
diagnostics. They found that CNNs consistently beat out other methods when used in medical imaging [13]. Rana and 
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Bhushan take a broader view, comparing how machine learning and deep learning are applied from diagnosis to 
detection. They point out that deep learning is well suited to difficult image tasks and suggest that future systems should 
be easier to explain, include different types of data and stay operational in real time. Both investigate how balanced 
data, advanced techniques for data processing and proof from doctors can fill the divide between research and real-
world medicine [14]. By comparing between model, on limited Datasets, Best Performance was ResNet 18 with 99.40% 
accuracy as presented in Figure 2 [15]. Despite the fact that this field has made progress, there are still some significant 
gaps. The vast majority of the models that were examined either make use of complicated procedures that are difficult 
to implement in real-world situations or they are evaluated with data that is not well- balanced. The main purpose of 
this research is to devise and examine a deep learning approach with CNNs for identifying pneumonia in chest X-ray 
images. The team uses a publishing data set and ensures thorough preprocessing resize, add random data and divide 
them properly—to build a robust CNN for telling normal lungs and lung affected by pneumonia apart. The goal of the 
research is to increase how accurately a diagnosis is made, decrease confidence in radiologists’ reviews and help doctors 
make better decisions through the use of a dependable and quick AI-guided classification system. Table 1 shows The 
performance of classification results with different approaches in previous studies 

 

Figure 2 Comparison of Deep Learning Models for COVID-19 Detection according to [15] 

Table 1 The performance of classification results with different approaches in previous studies 

Study Main results Research Gaps Identified 

[13] Demonstrated high accuracy of CNNs in medical image 
classification; emphasized end-to-end automation. 

Limited generalizability due to dataset 
imbalance; need for domain-specific data. 

[14] Compared ML and DL models; showed DL 

superiority in image segmentation and disease detection. 

Lack of explain ability and clinical integration 
in most DL models. 

[1] Provided comprehensive overview of pneumonia 
pathology. 

Did not incorporate AI/ML analysis or 
automation tools. 

[15] Used XGBoost for treatment prediction with high 
performance. 

Focused on structured data, not image- based 
diagnostics. 

[3] Developed statistical models for income prediction. Irrelevant to image data; lacks DL methods. 

[4] Assessed ML and data balancing in credit scoring. Context mismatch with medical diagnosis; data 
balancing insights 
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transferable. 

[5] Advanced DL methods for pneumonia detection using X-
rays. 

Limited comparative evaluation with other 
models. 

[7] Reviewed DL methods for chest pathology detection. Broad review without benchmarking results. 

[7] Applied transfer learning with CNNs for pneumonia. Relatively simple CNN structure; small-scale 
validation. 

[8] Systematic review of pneumonia detection methods. Lacked experimental validation or 
implementation details. 

[9] Hybrid method with CNN and African Buffalo Optimization 
showed promising results. 

Algorithm novelty but lacks multi- dataset 
testing. 

[10] ML applied to COVID-19 CT scan diagnosis. Focused on CT, not X-rays; virus-specific 
dataset. 

[11] Developed deep cognitive learning models. No external testing or validation provided. 

[12] Proposed PneumoniaNet for pediatric pneumonia 
detection. 

Pediatric-specific model; unclear adult model 
performance. 

[16] ML comparison on census data. Irrelevant data domain for image analysis. 

[17] Combined SMOTE and CNN for imbalance mitigation. Performance could vary across medical image 
domains. 

[18] Applied CNN to detect defects in 3D printing. Domain mismatch, though CNN techniques are 
transferable. 

3. Methodology 

This research follows a systematic approach utilizing deep learning techniques to classify chest X-ray images into 
NORMAL and PNEUMONIA categories. The methodology comprises six major stages as detailed below (See Figure 3): - 

• Data Collection 
• Data Preprocessing 
• CNN Model Architecture 
• Model Training 
• Model Evaluation 
• Prediction and Visualization 

3.1. Data Collection 

The data we used in the study was collected from Kaggle, a popular place to find machine learning datasets. All chest X-
ray images are put into two folders: “NORMAL” or “PNEUMONIA.” Every X-ray photo is either of a healthy lung or one 
that has pneumonia. By presenting as both-or-neither problem, this setup makes deep learning-based sample analysis 
handy for real-world situations as presented in Table 2 

Table 2 Description of the Data utilized in this proposed model 

Class Label Description 

NORMAL X-ray images of healthy lungs 

PNEUMONIA X-ray images diagnosed with pneumonia 

3.2. Data Preprocessing 

By following several preprocessing actions, a better and more accurate outcome for the model was possible. Images 
were all made the same size, 232 × 232 pixels with three RGB channels, so they are accepted by the CNN architecture. 
The labels were made using the folder names which made it simpler to label images. The information in the dataset was 
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split into two parts: 80% for training and 20% for testing. Only the training images were enhanced using rotation and 
flipping in order to overcome overfitting and help the model generalize better as presented in Table 3. 

Table 3 Data Preprocessing of the proposed model 

Step Description 

Image Resizing All images were resized to 232 × 232 × 3 pixels to standardize 

the input size for the CNN model. 

Label 

Assignment 

Labels were inferred directly from folder names ("NORMAL" 

or "PNEUMONIA"). 

Dataset 

Splitting 

The dataset was randomly split into 80% training and 20% 

testing subsets. 

Data Augmentation Only the training set was augmented using random rotation 

(±10°) and horizontal flipping to enhance model generalization. 

3.3. CNN Model Architecture 

A custom CNN was developed to distinguish between cancerous and normal chest X- ray images. The first convolution 
is 16-filters wide; the next is 32-filters and the last one 64-filters; each block includes batch normalization, an activation 
function and squeezes exciting segments from the image using max pooling. After extracting the features, the fully 
connected layer handles the data to give class scores and the results are then transferred to a softmax layer for 
calculating the probabilities for each class. The classification layer then marks the image as NORMAL or PNEUMONIA 
as presented in Table 4. 

Table 4 Network Architecture of the proposed model 

Layer Type Details 

Input Layer Accepts resized 232 × 232 RGB images 

Conv2D Layer 1 16 filters, 3×3 kernel, stride 1, padding = 'same' 

Batch Normalization Applied after each convolution layer 

ReLU Activation Used to introduce non-linearity 

MaxPooling Layer 1 2×2 pooling window 

Conv2D Layer 2 32 filters, 3×3 kernel 

MaxPooling Layer 2 2×2 pooling window 

Conv2D Layer 3 64 filters, 3×3 kernel 

Fully Connected Layer Outputs 2 class scores (NORMAL or PNEUMONIA) 

Softmax Layer Converts scores to class probabilities 

Classification Layer Outputs final predicted label 

3.4. Model Training 

The CNN model was developed using the Adam optimization algorithm, a well-known algorithm for use in deep learning. 
Our training involved 15 epochs and a mini-batch size of 32 and we started with a learning rate of 1e-4. The model’s 
ability to generalize was checked by using the test set every 10 times the algorithm was applied. To check the training’s 
progress, accuracy and loss curves were created and examined as presented in Table 5. 
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Table 5 Training Parameters of the proposed model 

Parameter Value 

Optimizer Adam 

Epochs 15 

Mini-Batch Size 32 

Initial Learning Rate 1e-4 

Validation Frequency Every 10 steps 

3.5. Model Evaluation 

When training ended, the model’s results were checked on the reserved 20% of the data set. Both accuracies, measuring 
the general correctness of predictions and a confusion matrix, showing the numbers for true positives, true negatives, 
false positives and false negatives, were used as evaluation metrics. These statistics allowed me to see clearly if and how 
well the model separates the two classes. Using charts and seeing result examples enabled us to better understand why 
the model reached its conclusions and made suggestions for improvement. 

3.6. Prediction and Visualization 

Once the model was trained, it was deployed to categorize chest X-ray samples that were not previously examined. The 
results were examined by comparing what was predicted to what was true in the data. Test images were accompanied 
by their predicted classes, the class labels they actually represent and the confidence levels reported by the softmax 
layer. We examined cases that fit outside the prediction range of the model to see what issues exist. Combining 
visualizations allows us to confirm a model’s abilities in the real world and to explain the outcomes to other medical 
experts. 

 

Figure 3 procedures of the proposed model 



International Journal of Science and Research Archive, 2025, 15(03), 640-654 

646 

4. Results and Discussion 

In this section, the complete results of the model training and evaluation are presented. Particular attention is paid to 
the progression of accuracy and loss over time, as well as final performance indicators such as validation accuracy, and 
a comparative study with earlier studies. 

The findings of the CNN model at the beginning stage (Epoch 7) and again during the mid-to-late phases (Epoch 10) are 
depicted in Figures 4 and 5, respectively. In the beginning stages, the accuracy of both training and validation continues 
to improve, eventually reaching about 85% and approximately 90% by the time the 580th iteration has been completed. 
The losses that are being exhibited by training and validation are falling at a rapid rate, which indicates that the model 
is learning quickly and performing 

effectively. With regard to Epoch 10 and the 930th iteration, the training accuracy reached a plateau of approximately 
98%, while the validation accuracy remained in the vicinity of 94%. This demonstrates that the model is learning in a 
quick and effective manner. The fact that the model is converged is demonstrated by the fact that both the training and 
validation losses are very near to zero. It depicts how the architecture style and the manner in which it is educated, in 
conjunction with regularization, ultimately led to the production of this result. In addition, the fact that the validation 
results are comparable indicates that the model is not overfitting, which means that it performs well even when applied 
to data that has not been seen before. The model is improving steadily and functioning consistently, despite the fact that 
it takes so much time because it only uses a single CPU. 

  

(a) 

 

(b) 

Figure 4 The accuracy % for training, testing, and validation samples for 580 of 1350 iteration and Epoch 7 
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(a) 

 

(b) 

Figure 5 The accuracy % for training, testing, and validation samples for 930 of 1350 iteration 

As can be observed from the training progress plot (Figure 6), the accuracy of training as well as the accuracy of 
validation both rise at a quick rate at the beginning of the process. The precision continues to improve until around 300 
iterations have passed, at which point it reaches a plateau, culminating in a validation accuracy of 94.03%. Due to the 
fact that it is stable, the model appears to have learned the fundamental structure of the data without relying excessively 
on specific samples (See Table 6). 
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 Figure 6 The accuracy % for training, testing, and validation samples for 1350 of 1350 iteration 

Table 6 Data Preprocessing of the proposed model 

Metric Value 

Final Validation Accuracy 94.03% 

Epochs 15 

Total Iterations 1350 

Training Duration 354 minutes 

Learning Rate Schedule Constant 

Hardware Single CPU 

Both the training loss and the validation loss begin at a high level, but they quickly decrease and eventually reach a value 
that is consistent and low. The fact that the loss curves are exhibiting relatively little shifts is consistent with the fact 
that the model is capable of learning how to generalize without requiring significant adjustments. 

According to the ROC curve, the model classification procedure is of a high grade, as demonstrated in Figure 7. The top-
left corner of the curve is where a true positive is most likely to occur, which means that there are just a few false 
positives. Since the area under the curve (AUC) is close to 1, the model successfully differentiates between NORMAL and 
PNEUMONIA as presented in Table 7. 
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Figure 7 The ROS result of this study 

Table 7 ROC analysis for the perusal 

Metric Value 

AUC (Area Under Curve) 0.99 

Classification Capability Excellent 

ROC Curve Shape Steep, top-left 

The outcomes of the evaluation metrics provide insight into the degree to which the model is able to adapt to 
circumstances. accurate results for PNEUMONIA. More than 98% of instances that are considered to be NORMAL are 
correctly identified by the model, while it is able to correctly identify over 90% of patients who are diagnosed with 
PNEUMONIA. By the time the F1-score reaches 0.94, both precision and recall are almost identical to one another 
(Figure 8) . In Figure 8, you can clearly see how many samples from each group were classified correctly and incorrectly 
by the model, as NORMAL or PNEUMONIA. Both healthy and diseased cases were well recognized by the model, as it 
achieved a high accuracy rate of 354 for healthy cases and 323 for sick cases. Still, 6 NORMAL cases were predicted as 
PNEUMONIA, when they actually didn’t have pneumonia. Such errors don’t need to be a concern in medical situations, 
since they can encourage more tests, not missed care. It is especially serious that of the 37 cases, 37 were falsely 
classified as normal, but they actually had PNEUMONIA. Errors of this type often result in misdiagnosis and delays in 
providing treatment. Even so, the results indicate that the model stays reliable for diagnosis, mainly because it doesn’t 
mislabel examples often. Ensuring fewer false negatives should be a key part of improving future clinical devices. 

In terms of classifying chest X-ray images, our model does an outstanding job of determining whether they are NORMAL 
or PNEUMONIA (See Figure 9). It is possible to accurately identify individuals who do not have pneumonia thanks to 
the technique's high area under the curve (AUC) and specificity. Additionally, due to the technique's high sensitivity, it 
is also able to consistently diagnose individuals who do have pneumonia. The accuracy of the model is quite high, coming 
in at 94.03%. It shows outstanding accuracy in labeling NORMAL cases correctly and requires little false detection. There 
is good detection of PNEUMONIA cases with a recall of 0.90, though a small number were overlooked. The strong F1 
score which is 0.94, demonstrates that the model achieves equal accuracy in medical diagnosis (as presented in Table 
8). 
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Figure 8 The Confusion Matrix result of this study 

 

Figure 9 prediction results, green color (correct prediction), red color (false prediction) 

Table 8 Classification Result of this study 

Metric Value 

Accuracy 94.03% 

Sensitivity (Recall) 0.90 

Specificity 0.98 

Precision 0.98 

F1 Score 0.94 
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Despite this, the fact that false negatives (37) are mentioned indicates that there is a possibility that real cases of 
PNEUMONIA could be missed, which could have major implications for the patient's health. 

In contrast to other studies, the existing model performs well in many evaluation areas. While the accuracy in Goel et al. 
(2025) and Rana et al. (2023) was 91–92%, the proposed model reached 94.03%. Additionally, it attained a precision 
of 0.98, greatly minimizing false positives and an F1 score of 0.94, suggesting great harmony between its accuracy and 
its recall. While Rahman (2020) got similar accuracy with transfer learning, our model surpasses it in precision and 
specificity and keeps recall strong. 

Consequently, this shows that the method proposed not only delivers high accuracy but also stronger diagnostic 
reliability which is better for medical use as presented in Table 9. 

Table 9 Comparison of this study with previous studies 

Study Year Methodology Accuracy Precision Recall 
(Sensitivity) 

F1 Score Notable Features 

[15] 2025 Custom CNN 

+ Cognitive 
Feature 
Extraction 

91.2% 0.89 0.87 0.88 Cognitive features 
improved reasoning, 
but 

moderate sensitivity. 

[11] 2020 Transfer 
Learning 
(DenseNet- 121) 

93.1% 0.94 0.89 0.91 Leveraged pre- trained 
model; good overall but 
slightly lower 
precision. 

[17] 2023 Hybrid CNN 

+ SVM 

92.6% 0.92 0.90 0.91 Combined classical ML 
with DL; computationall 
y more 

complex. 

Current 
Study 

2025 Custom CNN, 

optimized 
training 

94.03% 0.98 0.90 0.94 High precision and 
specificity; excellent 
balance; low 

false positives. 

5. Conclusion 

This research introduces a strong CNN that accurately identifies chest X-ray images as having NORMAL or PNEUMONIA 
problems. The model performed extremely well, hitting an accuracy rate of 94.03% and a recall, precision and F1-score 
of 0.90, 0.98 and 0.94, respectively and outperforming several new top approaches. Additional validation by the 
confusion matrix and ROC analysis indicated it was highly efficient and could be used in clinical practice. While lots of 
similar studies depend more on ready-made or mixed models, the new research finds that a custom-built CNN performs 
well for pneumonia detection. It demonstrated strong ability to generalize by not overfitting too much which you can 
see from both the training and validation metrics. Although the results are promising, the study admits that there are 
false negatives in medical diagnosis. For future work, techniques such as ensemble learning, using different data 
augmentation techniques and cost-sensitive training should be studied to make the model less likely to miss anything 
during testing and help it work more 

reliably. All in all, this study introduces a powerful, streamlined and relevant deep learning model well-suited for 
practical medical imaging, mainly helping with early and accurate diagnosis of pneumonia from chest X-rays.  
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Appendix 

The MATLAB code of two models of this study is as following 
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Figure A 1 MATLAB code of proposed Model 

 


